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AN IMPULSE GENERATOR FOR RECEIVER PERFORMANCE MEASUREMENT

By
Joseph H. Vogelman

LIRRARY
JUL 7 1952
0, 5. PAILLI UFMGE

Chief, Electronic Warfare Laboratory
Rome Air Development Center
Rome, New York

SUMMARY

An impulse generator has been developed con-
sisting of a uniform transmission line which
is periodically charging and discharging into
a specified output impedance. The ratio of the
transmission line impedance and the load imped-
ance being selected so as to produce the flat-
test possible frequency spectrum over a freq-
uency band from the very low frequency to in
excess of 15,000 me/s. The spectral analysis
of the current in the output wave form of the
jdealized impulse generator shows a flat re-
sponse to about 85% of resonant frequency over
the transmission line. The general design will
be considered with particular emphasis on sou-
rces of instability and calibration error. The
effectiveness of this type of signal generator
for measuring the performance of receiving cir=-
cuits with a pseudo rectangular bandpass with
arbitrary phasing will be discussed. It will
be shown that the resultant pulse amplitude
passing through the receiver will be modified
by the bandwidth characteristics of the recei-
ver itself. The case of linear receivers and
receivers with phase discontinuitiles will be
considered. The results obtained by impulse
measurement of raceiver performance will be
compared to other means now being utilized.

INTRODUCTION

The problem of measuring radar receiver
performance without removing the receiver from
operating status has concerned the Armed Ser-
vices for many years. To do this effectively
in field service it was essential that the mea-
suring equipment be as simple as possible and
require only a very limited amount of techni-
cal skill on the part of the operator, The
use of signal generators of the usual pulse
modulated rf types proved impractical for sev-
eral reasons: The need for accurate frequency
adjustment, pulse width standardization, and
precision attenuators made the equipment tech-
nically difficult for the field personnel to
operate. In addition, the variability in read-
ing minimum discernible signal or equivalent
led to a great dispersion in the readings ob-
tained both with the same operator and between
operators, Investigations of the magnitude of
the standard deviation for various types of
minimum discernible signal resulted in the con-

clusion that the expected range of measurement
dispersion was as large as the allowable de-
gradation in the receiver performance.

To overcome the deficiency of signal gen-
erator technique, various types of noise sour-
ces have been developed which reduce the com=
plexity of operation to the measurement of a
simple dc parameter (or temperature). The
noise source of the temperature limited diode
or fluorescent type do not have sufficient out-
put to allow them to be fed through a direc-
tional coupler into an operating receliver to
give an indication at the output of the recei-
ver without elaborate detecting means. The
Rome Air Development Center, in cooperation
with Professor R.H. George of Purdue Research
Foundation, developed a microwave impulse gen-
erator designed to overcome the output power
deficiencies of the random noise sources,

BASIC CONSIDERATIONS

The intention of the investigation was to
produce a device which would generate period-
ically a large amount of energy in such a man-
ner that its spectral distribution would cover
a range of frequencies several magnitudes lar-
ger than the recelver bandwidth, and which was
essentially uniform over this range. In add-
ition, the magnitude of output of the device
had to be directly related to a dc component
which could be readily measured. This device
would then have the following characteristics:
a. It must require no tuning. b. Its output
must be readily controlled and readily monit-
ored with a simple dc meter. c. It must give
an indication on the output of a radar recei-
ver of sufficient magnitude that it would be
readily discernible far above the noise level
of the receiver. A series of devices known as
microwave impulse generators of various types
resulted and it is proposed to consider only
the general operating characteristics rather
than the details of these equipments.

THEORY OF OPERATION

When an open ended ideal transmission line
of characterlistic impedance Zg is charged to a
potential voltage V and short-circuited through
a resistance R,current and voltage waves will
travel along the transmission line being part-
ially reflected at the resistance and totally
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Fig, 1 - Idealized impulse generator,

reflected at the.open end, (Figure 1) By in-
vestigating the current and voltage relation-
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pulse noise generator can be readily obtained,
We can write the differential equations relat-
ing the currents, voltages and characteristics
of the transmission line and load resistance
and the boundary conditions for the problem as
follows:
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These can be readily solved by Laplace

trans-

form techniques to obtain the spectral and ph-
ase equations across R shown below:
The Normalized Spectral Amplitude:
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and the Phase Characteristics:
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For simplicity these equations have been plot-
ted and the results are shown in Figure #2.,

The curves have been normalized for voltage out-
put load and resonant frequency of the open
circuited transmission line, Various values

of the reflection coefficient at the load end
have been used to show the variation in the
output characteristics as a function of vary-
ing the ratio of load resistance to character—
istic impedance. It can be seen that for a re-
flection coefficient of -0.15 that a constant
spectral distribution {s valid to within a few
per cent to a frequency in excess of 65% of

the cutoff frequency. The phase characteris--
tics have also been plotted for the idealized
form of impulse generator and are shown in Fig-
ure #3. From a theoretical analysis it appear-
ed readily feasible to develop the type of de-
vice required for receiver performance measure-
ment,
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PHYSICAL CHARACTERISTICS OF IMPULSE GENERATOR

The impulse generator basically consists
of a transmission line of characteristic im-
pedance Zg which is periodically terminated
by connecting it to an output transmission
line of characteristic impedance 21, which 1is
in a matched load (i.e., a receiver thru a
directional coupler). In one of the models
(Figure 4) the open end transmission line con-
sists of a very small coaxial line designed to
be resonant at 35,000 mc/s. The transmission
line is charged to the voltage V through a
charging resistance of several megohms which
is in permanent contact with the inner conduc-
tor of the open end of the line. The presence
of this resistance across the transmission
line has negligible effect on the pverformance
since its magnitude is so large as to apvear
to the rf propagated wave as an open circuit.
It serves the purpose of limiting the charging
current to a very small value and at the same
time provide a dc charging path which is an
rf open circuit.

The output transmission line is tapered
very gradually, to a size suitable for coup-
ling to standard fittings. The same technique
is equally applicable to radial transmission
lines, coaxial transmission lines, parallel
plate waveguides, etc., with appropriate phy-
sical changes to conform to the field condi-
tions in the particular line used,

DESIGN AND FABRICATION PROBLEMS

The impulse generator would appear to be
a fundamental measurement device since the
output may be precisely expressed as a func-
tion of the charging voltage, the resonant
frequency of the transmission line, the asso-

ciated impedances and the bandwidth of the re-
ceiver into which it is fed. While this is
the case, any particular noise impulse gener-
ator must be calibrated to determine its out-
put characteristics, since this is simpler
than measuring the resonant frequency or the
impedance precisely. The reliability as a
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measuring device is determined in large mea-
sure by the stability of the charging resis-
tance and the impedance of the charged line,
in addition to the effectiveness of the swit-
ching mechanism that terminates the charged
transmission line into the output transmission
line. A consideration of the coaxial impulse
generator will indicate the nature of these
problems.

THE CHARGING RESISTANCE

The charging resistance is in the order
of several hundred megohms and has been sel-
ected so that the time constant of the charg-
ing resistance in combination with the capac-
itance of the charged line is $ or 1/5 of the
time between switching pulses. This require-
ment arises from the necessity of keeping this
resistance so high as to make it appear as an
open circuit to the rf wave. Small physical
changes in the size of the contact surface be-
tween the center conductor and the charging
resistor results in large changes in the pot-
ential across the charged line at the instant
of discharge. This produces at the output of
the receiver a pulse, whose amplitude varies
and makes measurement difficult, if not im-

noise figure varies as the logarithm of the
voltage change which varies inversely with
the charging resistance. The magnitude of
the power output as a function of the change
in voltage is shown in Figure 5. Great

care is required in the assembly to eliminate
this source of trouble.

CHARACTERISTIC IMPEDANCE OF THE CHARGED LINE

Since the ratio of the impedance to the
output line determines the nature of the de-
caying pulses and is the criteria for deter-
mining the output energy and its spectral
distribution, a satisfactory impulse genera-
tor requires that this ratio be held con-
stant. If the supporting member for the
charging resistance and charged line is not
adequately designed, the eccentricity of the
center conductor with respect to the outer
conductor will vary from triggering pulse to
triggering pulse. Since the dimensions in-
volved are in the order of thousandth's of an
inch, a change of 0.001 inches while in it-
self small, will oroduce a large change in
the characteristic impedance of the trans-
mission line, The resultant output will then
vary erratically because of the variation in

ossible. The power output and the measured osition of the inner conductor caused by the
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driver mechanism, This problem should re-
ceive considerable attention from anyone attem-
pting to fabricate impulse type generators.

The change in spectral amplitude as a function
of the variation in the impedance of the char-
ged line is shown in Figure 6,

CONTACT RESISTANCE

The contact resistance manifests itself as
a change in the apparent output impedance,
Since the contact resistance is only a fraction
of a percent of the load impedance, the change
in output resulting from nominal variations in
contact resistance will not be serious, as may be
seen in Figure 7. However, the closing of the
contact will produce time jitter in the received
output pulse if the switching mechanism is not
precisely adjusted to make contact in time syn-
chronism with the driving trigger,

FABRICATION CRITERIA

The critical items requiring special attention

on the part of those attempting to fabricate im-
pulse generators are the following:
a. Stability of charging resistance

b. Concentricity of center conductor of char-

ged line.

¢, Timing precision and goodness of switch-
ing contact,

APPLICATION AND MEASUREMENT TECHNIQUES

The impulse generator is most useful in the
continuous monitoring of pulse receivers where
the optimum performance is essential and the re-
celver can not be disabled from its normal func-
tioning to check its performance. The impulse
generator can be used during the dead time of
the reciever under normal operating conditions
since the power output of the generator is suf-
ficient to permit measurement thru a directional
coupler., The independence of frequency has pro-
ved particularly useful in the case of tunable
or multiple radar rsceivers, Two measurement
techniques have been recommended for radar app-
lications. The impulse generator charging pote-
ntial is adjusted to give an output 10 db above
the design nolse figure of the receiver at the
receiver input terminals (i.e. 10 db plus the
attenuation of the directional coupler and cab-
les above the design noise figure). A switch-
ing trigger is furnished so as to produce the
impulse at a suitable time.

The performance can then be measured at the
recelver output by either of the following meth-
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ods: An oscilloscope is calibrated in decibels
above a reference level, The gain of the oscill-
oscope is adjusted to bring the peak of the im-
pulse indication to the 10 db point, The devia-
tion of the noise figure from the design value
can then be read directly in decibels by obser-
ving the location of the average noise peaks,
Alternately, a gating circuit and logarithmic
meter or recorder can be used to alternately mea-
sure the peak of the impulse and the average
noise peaks. The ratio in decibels subtracted
from 10 is the deviation of the receiver from
design performance, In military applications a
1imit is set on the allowable deviation before
maintenance is mandatory.

EFFECT OF BANDPASS PHASE CHARACTZRISTICS

The effect on the output amplitude for a
unit impulse as a function of the bandpass am-
plitude characteristics have been investigated
analytically for rectangular, sinusoidal and
Gausian bandpasses as typical of idealized mod-
els of receiver types, These results have been
plotted in Figure 8 for the case of identical
bandwidths as normally defineds6 db in voltage,
Shown for comparison in Figure 8 is the response

for a unit pulse of width ‘C=L
Af

The equations for the amplitude response for an
impulse thru a rectangular bandpass with arbitr-
ary, linear and discontinuous phase characteris~-
tics are given in Table 1. With arbitrary phase
response the output signal consists of the pro-
duct of "echoes" that are delayed, and a disper-
sion of the time solution results. With linear
phase response ((w)=Kw the solution shows

that the original signal is merely delayed

and modified by the amplitude characteristic

but no distortion exists, For a phase dis-
continuity at w, the peak signal amplitude de-
creases as a function of the phase angle of

the discontinuity. The latter two cases are
plotted in Figure 9. The effect of phase char-
acteristics on the impulse response has been
shown to correspond to that experienced by a
rectangular pulse passing thru the same recei-
ver. JSince this effect is not present when
random noise is used to measure receiver per-
formance it would appear desirable to use an
impulse generator for performance measurement

of receivers subject to phase changes such as
stagger tuned i.f. strips.

. TABLE I
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AERTAL METHODS IN MICROWAVE SURVEY

Marc Sheldon
Microwave Services, Inc,
New York, New York

Summary

The reasons for the importance of
aerial survey methods in the design of
microwave systems are explained, and a
brief history of aerial survey is given
as background materilal,

The objectives of a microwave survey
are considered in terms of the nature of
the information required. Five specific
types of aerial survey are described in
detall, including the equipment used,
procedures followed, nature and accura-
cles of results obtained, and limita-
tlons imposed by each method. Aerial
reconnalssance (visual), aerial recon-
naissance (photographics, radar profil-
ing, aerial photogrammetry, and path
testing using helicopters are described,

Under the "Applications" section
the foregoing methods are discussed in
terms of the use to which each is suited,
and a comparison of these methods with
each other and with ground survey tech-
niques 1s made,

Introduction

The application of aerial methods
to microwave survey work 1s still in the
early stages of development, (partly
because the microwave art itself is still
falrly new, particularly in its commer-
clal applications,) This discussion of
aerial methods in microwave survey 1s
prompted by the increasing popularity of
thelr use, and the need for detailed
information on what the various methods
have to offer, the factors to be consi-
dered in deteruining which method to use
in preference to or in conjunction with
other methods, and the results to be
expected, The procedures used in
ground surveying are considerably older
and better known than aerial survey pro-
cedures, and for this reason ground
survey procedures are not covered except
as required for the sake of comparisons,

The history of aerial survey begins
with aerial photography from kites and
captive balloons in the 19th century,
and continues in the early 20th century,
with visual and photographic reconnais-
sance from airplanes, This gained
important impetus from World War I when
aerlal reconnaissance proved 1ts
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strategic and tactical value in military
operations,

The art progressed further in the
1930s in the United States when instru-
ments were added to the aerial cameras,
so that it became possible to obtain
more precision type data from photo-
graphs which had previously been treated
as maps as they stood,

During VWorld War II applications
of the instrument methods in connection
with aerial survey experienced a tremen-
dous expansion and American manufactured
equipment became available for the first
time, Immedlately after the end of
World War II considerable refinement and
development took place as many of the
war time electronic developments were
coupled with the instruments used in
aerlal plotting,

Objectives of Microwave Survey

In locating stations in a micro-
wave relay system, the general objectives
are as follows:

1- To specify the minimum number
of relay stations consistent with the
designated points of communication and
satisfactory overall operation,

2- To select sites which involve
ninimum expense for:

a- Hental or purchasge of the

land

b- Site improvement (e.g. drain-
age)

¢- Access Road construction

d- Commercial power installation

e~ Towers (minimum height)
and which have

f- Position of minimum weather
hazard (e.g., extremes of wind or
ice)

g- Location favorable for other
considerations of the communica-
tions system, e,g,VHF coverage,

Obviously, these optimum condi-
tions will rarely occur conjointly at
particular sites. It 1s therefore
necessary to strike the best balance
among them in locating relay stations,




(A common example of the problem 1s the
site which 1s 1deally located from the
point of view of elevation, but which
requires costly access road and commer-
cial power to be brought to 1t.)

Microwave Path Requirements

Let us consider the requirements of
a microwave path, a single hop between
two repeaters,

1- Clearance - Satisfactory micro-
wave operation requires that there exist
1ine of sight between the two antennas
or passive reflectors. In addition to
this, some fraction of the 1st Fresnel
Zone radius as a minimum clearance of
the line of sight path above any obstruc-
tion point 1s required. The clearance
requirement must take into account all
obstructions, including trees, buildings,
and any other natural or man-made objectsa

2. Favorable propagation conditions-
Such terrain features as bodies of water
and smooth surfaces may prove to be a
source of reflections, which under cer-
tain conditions may cause serious fading
and dlstortion of the signal,

Bodies of weater may also produce
atmospheric conditions conducive to
tropospheric ducting, & phenomenon of
non-linear refraction,

3~ The path length must not exceed
the dlstance over which the attenuation
can be made up by equipment and antenna
gain, Thils 1s rarely the determining
factor in limiting the length of the
hop; practical tower heights to obtain
clearance will generally come into play
first, except where long paths between
high ground elevations can be realized
without high towers.

Survey Information

The known factors in laying out the
microwave system are generally the
following:

1- Designated points of communica-
tion, including remote metering and
control points,

2- Nature and extent of auxillary
communications, e.g. VHF mobile radlo.

The facts which the survey should
bring out include:

1- The elevations and positlons of
terrain features between fixed points
of communication, covering an area band
sufficiently wide to include all
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locations which may be considered for
sites, and all points which may consti-
tute obstructions on the final path,

2- The nature of the terrain in
this band, including information concern-
ing tree heights, bodlies of water,
character of earth surface and similar
factors which will affect both clearance
and propagation conditions,

3- Men made features, such as roads,
buildings, railroads, power lines, This
type of information is more important
in the vicinity of proposed sites than
on intermediate portions of the path
(except insofar as 1t influences clear-
ance considerations), In the immediate
area of a proposed slte, detalled data
concerning subsurface conditlons for
access roads, land avallability, drain-
age, etc, should be gathered,

Up to now, nothing has been sald of
the specific accuracles to which the
information required is needed. This is
important, because it affects the way 1in
which the survey 1s conducted.

To begin with, the accuracy needed
18 not the same throughout. In deter-
mining elevations in the area band
between fixed points, a preliminary
survey of a relatively low order of
accuracy will often suffice to indicate
the likely locations for the repeater
stations, Once these are determined,
more accurate measurement of the eleva-
tions in the several proposed paths will
be made to determine the best condltions
or to confirm tentative findings. At
the same time, the other detalled infor-
mation concerning the path and the
sites will be gathered.

This procedure of working from
rough data to more precise data 18 very
often followed, and is the basis for the
approach to the survey problem,

Aerial Methods - General

The determination of when the use
of aerial methods in microwave survey is
advantageous, and which methods are to
be preferred under which conditions,
will become fairly clear as the methods
are discussed in detail, However, the
following general statements will apply
in most cases:

1- In terrain where travel 1is diffi-
cult, aerial methods offer obvious
advantages over ground methods of survey,
including that of speed,

2- Some ground work 1is required in



conjunction with all types of aerial sur-
vey, the kind and amount depending on the
particular aerlal method used and the
terrain in question,

Aerial Reconnaissance -~ Visgual

To obtain a general impression of
the nature of the terrain to be surveyed,
regardless of the eventual method of
survey to be used, a visual aerial recon-
naissance can be very valuable, and can
generally be undertaken at minimum cost,

The route 1s generally flown at low
altitudes, and spot photographs may be
taken of significant terrain features,
This 1s especially valuable 1f the area
under consideration is scantily mapped;
it may help determine what type of final
survey should be made,

Aerlal reconnalssance 1s valuable
for more than terrain information, Such
important data as the road network of an
area, power facllitles, and the like can
be observed directly and by inference,
The general condition of the land and the
use to which 1t is beilng put may provide
valuable information as to the ease and
cost of securing a site, For example, a
site in an uncultivated, sparsely populat-
ed section could probably be obtained at
a much lower figure than a similar site
in a more populous urban area, or in rich
farmland,

The objact of the reconnaissance is
to gather as much information as possible
which will aid in narrowing the choice of
potentlial station sites. Of the necessary
information the most difficult to obtain
from this type of reconnaissance 1is
terrain elevation data,

One method which has been used to
select probable paths is to take the
airplane up to a point where the horizon
1s about thirty miles,and head it in the
general direction of the required path,
By careful sighting on terrain features
in the distance, and using experience as
8 gulde to the nearer and farther points,
(distant hills take on different colors
from closer ones) likely hills or other
high points may be noted, The prlane can
then fly to such points to identify them,
and these can later be checked as poten-
tial sites by one of the methods to be
described,

Aerial Photographic Reconnaissance

Although aerial photographic recon-
nalssance is a reconnaissance rather than
a final type of survey operation, it
provides a wealth of data which will aia
the engineer in reducing the number of
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sultable paths for each microwave hop to
a relatively few, which can then be
finally checked by other means. This is
secured by covering the area of interest
with vertical aerial photographs, a
stereoscopic study of these photographs,
and a correlation of this study with all
other existing information concerning
the area,

In the field the work involved in
the aerial photographic method consists
of covering in a systematic manner with
vertical aerial photographs the entire
area of interest, Although oblique
aerlal photographs may be of some value
in a few special cases, thelir use is
quite similar to visual aerial reconnais-
sance and they are not considered further
here. For vertical photography an aerial
camera 1is mounted in an alrplane with
the axis of the camera pointing verti-
cally downward through an opening pro-
vided in the floor of the plane. Figure
1l shows a view of such a camera mounted
in an airplane, The mounting provides
for small adjustments in the position of
the camera to maintain it as closely as
possible in the vertical position and
provides for large rotations around its
optical axis to adjust for the drift
angle of the plane, This i1s the angle
between the actual heading of the air-
craft and the resulting ground track and
1s the result of cross winds, By refer-
ence to level bubbles mounted on the
camera, the operator 1is able to keep the
camera axis vertical within about one
degree. With tilts of this small magni-
tude the resulting photographs closely
approximate planimetric maps of the area
covered, As the plane flies along a line
as stralght as possible and at as con-
stant an altitude as possible, the camera
operator makes successive exposures,

The time between exposures 1s so arranged
that each exposure overlaps the area of
the preceding one by 55 to 60%. If more
than one strip, or flight, of photographs
18 required to cover the area of interest,
parallel strips are flown and so placed
that the area covered by one side laps
the adjacent one by 20 to 30%.

There 1s a number of different
types of aerial cameras suited to recon-
naissance work, As the purpose 1is
usually to reconnoitre as large an area
a8 possible with a minimum of flying
effort, 1t is desirable that the angular
field of coverage of the camera be as
large as possible, At the same time, it
1s desirable that the focal length of the
camera lens be great enough so that the
resulting images are of a usable size,
The optimum combination at present is
provided by a camera having a focal
length of six inches anad exposing a




negative nine inches square. This camera
covers an angular field of about 93°
across the diagonal and about 74° across
the width of the negatilve,

Altitude and Scale

In choosing the altitudes for flying
reconnalssance photography a compromise
of two desirable objectives is involved,
It is desirable that the altitude be as
high as possible as each photograph thus
covers more area and economy in flying
and later use of the photographs 1s thus
achieved, Conflicting with the high
altitude, however, is the scale of the
resulting photographs. As altitude goes
up, the scale of the photographs goes
down in a linear proportion. A scale
large enough must be retained to secure
the desired information from the photo-~-
graphs, On the average, a flying height
of 20,000 feet above the ground will be
found optimum. At this height the
scale of the photograph is 1:40,000 or
about 3,300 feet to the inch, A single
f1ight at this height covers a strip of
ground about six miles wide and photo-
graphs are exposed at intervals of about
two and a half miles along the flight.

Weather Effects

Brief reference should be made here
to the effects of weather on securing
the required photographs. They are only
flown at times that clouds are completely
absent, when the ground 1is not covered
with snow and when the sun is at an
altitude of about 30° or more., In the
northern portion of the United States
this results in some two or three months
of the winter not being usable. The
oocurrence of cloudless conditions varies
with season and location but 1s not as
great a hindrance as it might appear.
the average we can expect sultable con-
ditions to occur about every two weeks
and in the worst areas we should expect
a sultable day about once a month, One
such day will usually be sufficient to
cover an area for microwave purposes,

On

Ugse of Photographs

After processing of the aerial
negatives and the preparation of contact
prints on paper, the remainder of the
reconnaissance work in this method takes
place in the office, The overlapplng
photographs are matched one to another
and stapled on to large panels of wall
board or similar material. They may be
retained in this fotrm for work purposes
but it is usually more convenient to
copy the boards down to about one fifth
gize. Prints made from such coples are
known as photo indexes and actually
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constitute a composite picture, or
mosaic, of the area of interest having
the properties of a rough planimetric
map. Figure 2 shows a reduced portion
of such a photo index, The individual
aerial photographs are then taken off
the boards and used singly or in small
groups for close study of the areas
covered, The photo index serves as a
rough map and an index of the relative
positions of the individual photographs,
It also provides a good base upon which
to record the critical 1ltems developed
in the reconnalssance,

Use of Other Data

To be of most value, the aerilal
photographs and indexes are used in con-
junction with all other data that can be
assembled for the area being studled.
Thege data include all possible maps of
the area, information on the existing
survey control in the area, location of
power lines, etc, With such data at
hand, an engineer experienced in topo-
graphic mapping from aerial photographs
can prepare a fairly complete study of
the area in question to serve the needs
of the engineer designing the microwave
system, The work 1s best done with
these two engineers working together,

As indicated by the name of the method,
the resulting study 1s only a reconnals~
gance, THe final information needed
must be secured by other methods although
this reconnaissance reduces very greatly
the overall work required.

Information Obtained

It has been indicated that this
reconnaissance results in a fairly
complete study from the standpoint of
microwave work, Let's examine the type
of data we can secure and how, Figure 3
is an enlargement of a portion of an
aerial photograph covering an area in
Wisconsin and flown at a height of
30,000 feet., It has been enlarged here
to demonstrate how much information is
contained in the original and to offset
the loss of detail due to reproduction
here in half tones, (The 20,000' alti-
tude photography previously indicated as
optimum would provide even more detall,
although the strip covered would be
narrower.) The first important item
should be fairly evident to you. This
18 the road network, The photographs
show clearly the roads in the area and
in rough map form, Thus we can readlly
determine how accessible a proposed
tower site is for construction and main-~
tensnce, Stereoscopic study of overlap-
ping pairs of photographs also enables
us to determine feasible routes across
country into sites where they are



desirable away from roads. Cultural
development, buildings etc,, are also
quickly apparent on the photographs.

With power line data at hand, it is
usually possible to locate the position
of such lines on the photographs and thus
determine the availability of power, In
some parts of the country it 1s possible
to determine where property lines are
likely to be located on the photographs
and an estimate may be made of the likelil-
hood of securing rights-of-way and ease-~
ments, The photographs show clearly the
existence and location of forested areas
and bodies of water and their effeots on
microwave installations may be readily
evaluateqd,

Probably the most important informa-
tion required is that concerning the
elevations of the terrain and objects on
the terrain and it is here that the photo-
graphic reconnaissance 1s weakest, But
even here the experienced topographic
engineer can provide a wealth of informa-
tion, some of qualitative value only but
with approximate quantities in other
cases, In a few cases, this information
may result in a definite indication of
the most feasible horizontal location for
the miorowave path, Only in an isolated
cagse can 1t be expected to furnish infor-
mation to determine final design data,
Information from other methods will almost
always be necessary for this. But in
almost all cases the method will indicate
the likely horizontal locations for micro-
wave paths and permit rating these 1in
order of feasibility,

Correlation of Data

The key to securing elevation infor-
mation by the photographic reconnaissance
method 1s an orderly correlation of all
existing elevation data with the topo-
graphic features appearing on the photo-
graphs, To develop these topographic
features completely, stereoscopic view-
ing and study of the aerial photographs
is essential, With the three dimensional
view 1t 1s possible to 1dentify the high
and low ground, the trees that are high
and those that are low, the bulldings
that are of ordinary height and those of
extraordinary height, etc. This may be
compared with the viewing of 3-D movies
or the results of amateur stereo photo-
graphy. The view obtained from the
vertical aerial photographs is similar
except that heights are greatly exagger-
ated since the two overlapping views are
taken some two and one half miles apart,
One 18 able to recognize the heights of
features amounting to as little as five
feet,

So from the photographs it 1is
possible quite easily to outline the
drainage network-which 18 in the low
ground-and the drainage divides which
are on the high ground, It can easily
be seen where the pronounced high points
are located that are of concern, and
where the high structures and vegetation
are located. The greatest difficulty
arises in estimating quantitatively the
elevations of the features seen,

Accuracies

There 13 no fixed guide that can
be given to indicate what accuracies may
be achlieved in this. By use of a very
simple measuring attachment to the small
stereoscope it is possible to do some
measuring with relatively good accuracy
for features such as cliffs, buildings,
or tanks. Figure 4 shows an engineer
using one of the simple types of measur-
ing stereoscopes, With this, heights of
features such as cliffs, etc. can be
determined to an accuracy of about four
or five feet. However, in microwave work
the concern is more likely that of the
terrain elevation at some point with
respect to terrain elevations some ten
or more miles away, In determining
elevation differences over such great
distances no simple measuring device
working on flat paper prints can be of
much value, Large sources of error of
unknown and variable magnitudes and
directions are present due principally
to changes in flight altitude, tilt of
the aerial camera and dimensional
changes in the paper prints, Elevation
differences must be determined by estima-
tion guided by such elevation data as 1is
known for the area and such factors as
usual drainage gradients, railroad
gradients, etc. As indicated before,
no general accuracy can be assigned to
indicate what can be expected in this
estimation process, Given a specific
cagse, however, the experienced topo-
graphic engineer cen assign a probable
accuracy to his estimates in that case,
The accuracies may range from 20 feet
to 1000 feet or more,

Photogrammetric Survey

Photogrammetry, which literally
means photo-measurement, is essentially
the same method which i1s used in prepara-
tion of topographic maps from aerial
photographs, the way in which the great
majority of topographic mapping 1is
performed today., The principal differ-
ences between the application of this
method for mapping and for microwave
purposes are in the matters of accuracy
and in the completeness of the mapping.




The photogrammetric method 1s based
on the principle of taking two photo-
graphic views of an object from two dif-
ferent points. When these two are viewed
and used together stereoscopically we
obtain three dimensional information,
Unlike the photographic reconnalssance
method where stereoscopic viewing may be
applied for certaln results, photogram-
metry 1s a precislion survey method in
which unknown points are determined with
reference to known control points, as in
ground survey. The survey makes use of
the information contained in the images
recorded by the camera to determine the
positions and elevations of any desired
features to a relatively high degree of
accuracy.

This method would not be used by
itself, but would only follow after a
reconnalssance had been performed either
on the ground or from the air, visually
or by the use of aerial photographs,
Since aerial photographs are involved in
the method, 1t 1is usual that these would
be used for at least part of the recon-
naigsance. The method has three principal
phases which are described below,

Photography Phase

The first principal phase of the
photogrammetric survey method 1s that of
the aerial photography. This takes place
in the field in about the same manner as
was described previously for the photo-
graphic reconnalssance method. Two
significant points of difference should
be noted, however, The first concerns
the area to be photographed. In addition
to the area to be surveyed, the photo-
graphic flights must be arranged with
reference to the existing ground survey
control., The work must be anchored to
such control and 1t must be included in
the area photographed in the most advan-
tageous manner. The second point concerms
the aerial camera used. This must be a
precise mapping camera matched to the
photogrammetric equipment to be used. In
this country today this generally means
that 1t will have a focal length of six
inches and expose a nine inch square
negative. As 1in the case of the photo-
graphic reconnalissance method, a flying
height of about 20,000 feet will usually
be optimum,

Control

The second phase is the procurement
of ground survey control to be used with
the aerial photography. In all but a
few isolated areas in this country this
consists of assembling the information on
existing control in the area. For the
most part, this will consist of
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horizontal and vertical control establish-
ed by the U,S, Coast and Geodetic Survey
and the U.S., Geological Survey. In
addition, survey data for highways,trans-
mission lines and other similar develop-
ments may be of value. In only a few
1s0lated areas will 1t be found necessary
to perform new ground survey work in the
f1eld, and even here it will consist only
of levelling., On the average 1t will be
found in this country that level lines
exist at a spacing of 20 to 30 miles,
Only rarely will the spacing exceed 50
miles. In these rare cases, & low order
of spirit levelling 18 necessary to pro-
vide a spacing not exceeding 50 miles,
Horizontal control will almost always be
found at spacings under 100 miles, and
this is ample.

To be useful in the photogrammetric
survey the ground control must be identi-
fiable on the aerial photographs. In all
but a few rare cases this identification
can be performed 1in the office from the
descriptive data available, Not all
points will be jdentifiable, but those
that are will be at intervals sufficlent-
1y close to provide the necessary control
for the work, - Where level lines are in
existence it will be found that bench
marks were established at about one mile
intervals along the lines. As the strip
of photographs covers a width in the
order of six miles, more than enough
bench marks will lie within such a width
where a level line crosses it. Sometimes
only one bench mark jdentified in such a
width will suffice, although two or three
are more usually desired, No difficulty
18 encountered in jdentifying points at
an interval sufficient to accomplish this,
In a rare case 1t may be necessary to go
into the field, recover the bench marks
there and 1dentify their location on the
photographs. In those rare cases where
new levels are performed in the field,
the identification of elevation points
1s made on the photographs at the time
they are established.

The same situation 1is encountered
with the identification of horizontal
control on the aerial photographs; a
gsufficient number can be identified in
the office from existing data and only
in a rare case is it necessary to identi-
fy a point in the field. Should fleld
control work be necessary for either
horizontal or vertical control, it would
be combined with another phase requiring
f1eld work so as to minimize the overall
work in the field.

Survey Phase

The last principal phase 1s the
actual photogrammetrio survey, which



takes place in the office, As noted pre-
viously this 1s essentially a topographic
mapping operation. The reconnaissance
that preceded it would have resulted in a
selection of the features required to be
mapped, For example, the reconnaissance
may have selected several possible micro-
wave paths and it 1s next desired to map
all features within narrow bands centered
on these paths so that profiles may be
plotted, In another case the reconnais-
sance may have resulted in a need for the
determlnation of location and elevation
for all prominent heights in a given area,
Whatever the case, the mapping procedure
18 limited to the features selected so as
to secure the required information at the
minimum cost,

Basic Principles

To describe the photogrammetric
method, 1t 1s necessary first to go brief-
ly into the fundamental principles. The
first of these concerns the aerial camera
used to expose the photographs, The pre-
cision aerial mapping camera 1s really a
surveying instrument, From its position
in space at the instant of exposure, the
camera lens actually observes the angles
in space among the infinite number of
objects in 1ts field of view, Through
the lens and film actlion these angles are
recorded on the plane of the negative by
the record of the image positions on
that plane, The camera is so calibrated
that all of its metrical characteristios
are determined and from these and the
image positions in the negative plane the
angles between the various objects can be
measured. Cameras are so constructed and
calibrated that an accuracy in the order
of fifteen seconds of arc i1s secured in
measuring the spatial angles between
objects, So in addition to producing
photographs that have a pictorial value
the camera also observes and records
space angles from the successive points
in space that the lens ocoupiles along a
flight line when the shutter is instant-
aneously snapped open and closed,

To 1llustrate the principle under-
lying the photogrammetric method of using
the angle records made by the aerial
camera, visualize a fictitious condition.
The 1llustration shown in Figure 5 will
assist in visualizing this condition,
Instead of one camera flying through
space, assume two identical cameras sus-
pended and fixed in space at two succesg-
sive exposure stations. Further assume
that the shutters are so interconnected
that they may be tripped with a single
impulse,

Examine what happens when the
shutters are open. From some given
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object point in the common overlapping
fields of view two light rays originate,
One ray passes through each camera lens
and creates on each photographic emulsion
a latent image of the original object,
This same thing occurs for every one of
the infinite number of objects in the
common fields of view, Now without dis-
turbing the cameras let us imagine that
the two negatives are developed, that a
source of illumination is placed over
each one and that the two shutters are
fixed opened, Under this condition a
light ray will originate from each of
two common image points., These two rays
will pass through their respective lenses
on into space and will intersect at the
exact point occupied by the original
object that was imaged. Similarly, this
occurs for every pair of common images
in the overlapping projections and the
composite of all the ray intersections
forms a surface exactly the same ag that
of the original area photographed,

It 13 necessary now only to reduce
this hypothetical situation, which 1s
thousands of feet in size, down to a
reasonable working space and to introduce
a system of measuring where the ray inter-
sections occur. When this is done we have
established the principle of photogram-
metric surveying instruments,

To reduce the previously assumed
situation to a workable size we have only
to move the two cameras, now operating as
projectors, closer together., When one
projector is moved parallel to itself
with the lens moving along the 1line Join-
ing the two lenses, all rays continue to
intersect in space at their true relative
positions but at a reduced scale. In
photogrammetric instruments the spacing
between projectors is in the order of
one or two feet-and the resulting scale
may vary from about 1:500 to about
1:30,000, depending upon the flying
height,

Measurement Procedure

Measuring systems are of several types
but all provide for placing a measuring
mark on the intersection of the rays in
space and measuring its position along
three mutually perpendicular axes, These
measurements at the known scale at which
the intersections are occurring result
in the horizontal positions and eleva-
tions of the objects on the ground sur-
face, Illustrated in Figure 6 is one of
the simpler photogrammetric instruments,
Note that 1t has two Projectors which are
closely matched replicas of the aerial
camera, They are so mounted that they
can duplicate every motion that occurred
to the aerial camera in flight, They




project their cones of rays down into
space and the corresponding rays inter-
gsect in space some six inches above the
table surface.

The measuring system is made up of
the table surface itself, which is actual-
1y a surface plate, and the small movable
stand resting on the table, In the center
of the white disc on that stand is a
measuring mark which 1s brought into coin-
cidence with ray intersections by stereo-
scopically viewing it simultaneously with
the photographs projected onto the sur-
face of the disc, A pencil point below
the mark transfers the horizontal posi-
tion to the table surface and a vertical
scale on the stand measures the elevation
of the mark,

In practice the correct relative
setting of the two projectors is deter-
mined by observing the ray projections,
The projectors are relatively adjusted
until all common rays do intersect, This
creates the "stereoscopic model", usually
referred to as the "model”. When this
model is created, all effects of airplane
and camera tilt, change in flight alti-
tude, change in flight direction, etc.
have been compensated for,

To determine the scale of the model
and its orientation with respect to the
table surface, which is really the datum
plane, reference must be made to at least
one known horizontal distance and three
known elevations in the model. Once
adjusted to such known control, the posi-
tions and elevations of new points along
the edge of the model may then be measur-
ed, These then become known control for
the next model which overlaps that edge.,
In this manner, control may be carried
through a series of models along a strip
until more known ground control is
encountered, Accumulated errors are
determined at such closlng control and
give the basis of adjusting the work
back through the strip. This carrying
of control through a strip 1s termed
"gerial triangulation", Figure 7 shows
a more complicated photogrammetric
instrument capable of a higher order of
precision and of a type most used for
aerial triangulation,

Aerial triangulation 1s the key to
the use of the photogrammetric survey
method as applied to microwave location,
This triangulation is carried out from
the ground control that was referred to
earlier. As the triangulation 1is carried
out, positions and elevations are deter-
mined for all points for which the
reconnaissance indicated information was
needed, As the triangulation is complet-
ed and adjusted the data are immediately

at hand to make the final path selection,
In some cases more detalled information
may be found necessary along all or por-
tions of the path, For this purpose
individual stereoscopic models may be
reset in the instruments to the previously
triangulated control and the detailed
measurements are made., With these models
complete topographic maps may be prepared,
but this will seldom be found necessary
except for some 1imited areas of concern,
The resetting of models to the triangulat-
ed control is rapidly accomplished and
permits obtaining additional measurement
data in an expeditious manner,

Accuracy

The accuracy that is achieved by the
photogrammetric survey method varies with
the amount and spacing of ground control
that is used in the work, In all except
the very few isolated areas in this
country where the existing vertical con-
trol is extremely sparse this method will
determine elevations correct to within
20 feet as referred to sea level datum,
These maximum errors may be expected at
points farthest removed from known con-
trol, Relative elevation errors over
horizontal distances up to about five
miles will not exceed 10 feet, Absolute
errors in horizontal positions as refer-
red to the national geodetlc net may be
expected up to about 200 feet, However,
relative errors in horizontal positions
over distances up to about 25 miles would
not exceed about 75 feet and this is the
more likely case of concern in microwave
work., These vertical and horizontal
accuracies are well within reason for
microwave work. The accuracles may be
improved considerably by performing addi-
tional fieid survey control work but this
will generally be found to be uneconomi-
cal due to the high cost of field work.

Cost

Costs of the photogrammetric survey
method are relatively high. However, it
is still an economical method within its
sphere of application which is in those
unmapped areas where it 1is necessary to
secure survey data on large numbers of
points widely spaced throughout the area,
In this sphere of application it is
really topographic mapping that is requir-
ed and this 1s always a costly operation,
It is dangerous to indicate costs here
since only a very rough estimate figure
can be given which will be subject to
many variations. In spite of this, it is
believed of value to give some indication
of order of magnitude. For this purpose
the microwave engineer may think in terms
of $25.00 per lineal mile of photographic
strip involved, of which about $5.00 is



chargeable to the aerial photography. It
1s pertinent to note that the figure
given amounts to only some $5,00 per
square mile of area covered, since each
lineal mile includes an area § to 6 miles
wide,

Rate of Work

The "photogrammetric surveyor" with
his instrument can carry out his instru-
ment work at a rate of about ten to
fifteen linear miles of photographic
strip per man-day. In addition to the
instrument operator one other man would
be required to prepare the necessary pre-
liminary materials and control and to
adjust and prepare the results of the
instrument work, These two men can begin
to produce usable results in about one
week after receipt of the photographs and
the control data, their working materials,
It should be noted that the ten to fifteen
linear miles would embrace 60 to 90 square
miles. The total rate can of course be
stepped up by using more manpower and
more instruments,

Availability

The photogrammetric survey method
requires the use of expensive equipment,
facilities established especially for
photogrammetric work and engineering
personnel experienced In this specialized
field of work., There are large organiza-
tions of such personnel with the neces-
sary equipment and facilities in federal
government agencies engaged in mapping
but these are not available to private
firms likely to need such services in
connection with microwave installations,
There are some ten private firms pre-
sently located throughout the country
with facilities suited and available for
such work. It is an expanding field in
which more firms are continually enter-
ing, and older firms are enlarging their
facilities., No difficulty should be
encountered in finding this survey method
avalilable to microwave engineering,

Radar Profiling

The basis of this method 1is the use
of radar equipment installed in an air-
plane to measure the distance from the
plane to the ground (or intervening
objects, such as buildings).

Since the measured ground elevations
must be made independent of the altitude
of the plane (which does not remain con-
stant in flight), each reading of the
radar altimeter must be correlated with
a slmultaneous reading of a barometric
altimeter, which 1s itself referenced to
a known elevation,

Use of radar profiling must be
preceded by some general knowledge of the
area, elther from existing mapping or
from reconnaissance data, This is re-
quired 1in order to select a few tentative
paths to be profiled (from the theoreti-
cally infinite number of possible lines).

Mapping Conditions

If there is usable (but not neces-
sarily precise) topographical mapping in
the area, the preparatory work in laying
out the lines to be flown may be based
on these maps, used in conjunction with
whatever planimetric mapping and other
data may be available, For example, the
topographical mapping in certain parts
of this country dates from 1890 or earli-
er, and 1s not sufficiently accurate in
either elevation or position data to be
relied on for final work. However, it
generally gives enough information to
indicate which are the probable optimum
paths which should be checked by radar
profiling, When the road and other infor
mation from more recent planimetric maps
(of the so-called "county maps” type),
and possibly other data from sources such
as power line construction maps are addedqd,
the selection of a relatively few likely
paths can often be readily accomplished,

In an area where there is no usable
topographic mapping, a photo-reconnais-
sance would probably be made as a first
step, (In some cases it is possible that
a visual reconnaissance alone might be
adequate.) From the photographs, together
with all descripntive data on the area
which can be assembled, much information
on elevations, roads and other factors of
interest can be obtained., (Photographic
reconnalssance is more fully described
in the preceding section of this paper,)

From such information the likely
paths can be laid out. As many check-
points as possible are identified for the
pilot's use in keeping on the line during
the profiling run. :

Control

Ground elevations of the terminal
points of flight runs must be obtained to
a good degree of accuracy, since other
points on the path are referenced to them,
This may be done by ground methods (alti-
metry or levellti from the nearest
control elevatiog§,or by radar profiling
from the nearest control point., Stereo
methods applied to reconnaissance photo-
graphs in certaln cases may give the
required elevation with reference to a
known point with sufficient accuracy, pro-
vided the distance between the points 1is
not too great,
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The techniques of radar profiling may
arbitrarily be divided into high-altitude
and low-altitude methods, The latter is
currently being used for a good deal of
microwave survey work, with generally
satisfactory results.

Advantages

Radar profiling offers the advantages
of all aerial methods over ground methods,
namely speed and suitability for terrain
where access by foot or vehicle 1is diffi-
cult. In comparison with other aerial
methods, it offers one of the lower cost
ways of obtaining profile data for micro-
wave paths, provided that the number of
possible route choices can be sufficient-
1y narrowed by other means, A rough cost
estimate of profiling by this technique
is of the order of $20 per final path
mile, allowing for a maximum average of
three separate routes per path to be pro-
filed., Where more or fewer routes per
path need to be flown, the cost will vary
accordingly.

Weather conditions are of importance
in the use of this method, apart from
weather which would prevent flying alto-
gether., Although the radar signal itself
is relatively unaffected by atmospheric
conditions, the barometric altimeter to
which all readings must be finally refer-
enced may be very much affected, During
a period of unstable barometric condi-~
tions, it may be necessary to wait until
the disturbances have passed before
attempting to proceed with profiling,

This is a rapid method of obtaining
data, which is avallable in usable form
within a relatively short time after the
flights are completed. This permits
prompt evaluation of the results, so that
additional paths may be profiled if re-
quired while the plane and crew are still
in the area,

Avallability

To do radar profiling work, an air-
plane must be specially equipped for the
job, a rather expensive process, For
example, a typical installation might
include two precision radar equipments,
two sensitive no-lag type barometric alti-
meters, synchronizing and recording equip-
ment (photographic, tape or other) to
make simultaneous records of all instru-
ments, a counter, and a magnetic tape for
recording flight commentary time-correlat-
ed with the other information. One or
more aerial cameras are also generally
carried,

At the present time there are not a
great number of planes so equipped, but

if the demand justifies it, others can
be prepared, The problem of obtaining
sufficient technically trained personnel
willing to fly at low altitudes is not
inconsiderable, but it is not expected
that this will limit the availability of
this method for microwave purposes.

Limitations

Accuracies in profiles obtained by
this method are limited by the skill of
the crew in making and interpreting
measurements, difficulties in flying
over certain types of terrain, depend-
ence on accurate barometric information,
and problems in flying a straight line
due to mapping deficiencies and other
factors,

Procedure

In low-altitude radar profiling,
the actual profiling run is usually pre-
ceded by a higher altitude (above 1,000
feet) reconnaissance flight to spot
possible sites and plot tentative flight
lines; also to observe check points
(such as road intersections) on the line.
This is followed by the low-level pro-
filing runs, at altitudes of 50 to Loo!',
During this flight the pilot flys as
straight a course as possible from check-
point to check-point as previously
established. Where these are too widely
separated, the crew may drop flour bags
or other identifying marks along the
flight path, to attempt to establish
repeatability of course on return runs,
Results on any path are generally not
accepted by the crew until they have
been duplicated by at least one corro-
borating profile on a subsequent run,

Equipment Data

The radar altimeters generally
operate at a fairly high frequency and
use directive reflectors in orderffo
minimize beamwidth. One altimeter , for
example, operates on a wavelength of
3.2 cm,, and uses a four foot parabolic
reflector to achieve a 1,5 degree beam-
width, This particular equipment has a
crystal oscillator (for stability) as
the heart of the timing circuit to con-
trol the firing of the transmitter and
initiate the timing cycle. A pair of
movable gate pulses straddles the video
or echo pulse in a symmetrical fashion,
If the gate pulses are forced to move to
maintain symmetry, then their motion
controls the charge on the grid of a tube
in whose plate circuit the coil of the
recording meter is located. The change
in charge on the grid controls the plate
current which is then recorded by the
meter. Automatic sweep and automatic



tracking circuits enable the gate pulses
to search for and lock symmetrically over
the video,

Calibration of the altimeters is
generally done in the following way.
After the radar altimeters have been warm-
ed up, they are calibrated in the air,
using a standard delay line. Then a level
flight pass 1s made over a flat area of
known elevation, such as a lake, and the
pressure altimeters are set to read cor-
rect elevation of the airplane above sea
level or other reference, based on the
readings of the radar altimeters and the
known elevation, The instruments may then
be checked by flights at different alti-
tudes over the known elevation.

Some of the radar profiling systems
(11ke the one described above) provide
substantially continuous recording of
ground elevations. Others obtain discrete
readings at sufficiently frequent inter-
vals to provide a satisfactory profile,
An instance of this is the method in which
the altimeters and other instruments are
photographed, e.g. at one second inter-
vals, Although this represents distances
between readings of the order of 150 foet
(at 100 miles per hour), any unusual
elevation changes between readings would
be noted in the flight commentary for
subsequent checking, In addition, the
return profiling run may provide a par-
tial check on this, if the second set of
reading are out of phase with the first
set,

In most radar profiling procedures
the information obtained must be correlat-
ed and adjusted after the flight 1is
completed in order to obtain the final
profiles,

Accuracy

Independent t:est:s;:2 conducted to deter-
mine the suitability and accuracy of one
radar profiling method yielded the follow
ing information:

1- The accuracy of determining ele-
vation data at the point measured is
generally within 20 ft., with maximum
deviations per path generally not exceed-
ing 60 ft. (When this method was first
used, one source of errors was the lag in
barometric altimeter readings when the
airplane changed altitude repidly. This
has been failrly well overcome by use of a
sensitive aneroid altimeter which provides
a current or voltage to operate a record-
ing aeter without mechanical loading on
the aneroid).

It should be noted that the per-
tinent, elevations on the profile are

usually the possible obstruction pointg,
which are generally few, Therefore, even
rather large errors in the recorded ele-
vations of lower points may be of no
important consequence in evaluating the
path for microwave purposes.

2- The precise determination of the
positions of terraln features is a more
difficult matter for several reasons,

The planimetric mapping available in
many areas 1is not particularly reliable
(so-called county maps, for example,
often contain %4 to % mile position errors)
and therefore may not be very satisfactory
for establishing the flight line. Another
possible source of positional error is
the difficulty of flying an airplane
along a straight line, although with
sufficient checkpoints and a competent
pilot such errors may be kept within
tolerable limits, provided that the
terrain features do not exhibit rapidly
changing elevations across the flight
line, Variations in airplane speed may
have the effect of apparently displacing
terrain features along the line of flight,
but from a practical point of view this
1s generally not important, since the
amount of displacement is not great by
comparison to the half-path length, the
criterion in determining Fresnel zone
clearances,

The low-altitude radar profiling
method can usually provide the profile
information needed for microwave paths
with sufficient accuracy, provided cer-
tain precautions are taken, These include
repeating the profile run in the return
direction to obtain confirmatory data,
allowing for possible changes in baro-
metric conditions during measurement runs,
and checking doubtful elevations (such as
ridge lines rising rapidly above average
terrain) by ground survey or other means,
Foliage must be taken into account, since
the radar may penetrate this either com-
rletely or partially,

High-Altitude Profiling

Another way of utilizing the radar
altimeter for profiling 1s to make the
readings from an altitude of the order of
5000', This procedure has been used main-
ly for providing sufficient vertical con-
trol data for use in conjunction with the
photogrammetric method, and has not been
used to any extent for microwave applica-
tions,

Although the elevation errors average
less than 20 feet, random errors in rugged
terrain may exceed 100 feet, An even more
serious difficulty from the microwave
standpoint i1s that the plane cannot fly a

straight line within acceptable limits,




and therefore the profile obtained does
not represent the microwave path desired.

These difficulties do not detract
from the use of this method in 1its cur-
rent major application, providing verti-
cal control for use with photogrammetry,

since only selected polints on the profilg

generally of smooth surface, are used,

and these are correlated with the plane's

position at the time by photography.
Whether these points are on a straight
line or not is of no importance to the
photogrammetrist, as long as they can be
located with respect to horizontal con-
trol data.

One problem experlenced by those
using this method may be of interest, in
the light it throws on the use of the
pressure altlimeter. Although the radar
altimeter readings are corrected with
respect to the barometric altimeter as
the plane varies in altitude, the baro-
metric altimeter itself 1s subject to a
peculiarity of the atmosphers. "If
there is no movement of the air mass,
the plane can fly a level course by main-
taining a constant reading on a sensi-
tive altimeter. If there is movement of
the air mass, to fly such a level course,
or to reduce the results of maintaining
a constant pressure altitude to such
datum, requires a pressure correction
somewhat similar to correction for tide,
As the profile lines are flown, a record
of the amount of 'crab' necessary to
keep the plane on its designated course
is kept, and from this a correction 1is
worked out for the resulting rise or
fall of the plane due to kfeplng to an
'equal pressure'’ altitude"’ .

Path Testing Using Hellcopters

The basis of this method 1s the
ability of hellcopters to hover almost
motionless. To determine required tower
helghts for a proposed path, two hell-
copters equipped with microwave transmit-
ting and recelving equipment hover over
the proposed sites, A curve of signal
strength versus height from ground can
be plotted from the no-signal point to
and beyond the first Fresnel zone. Pre-~
liminary reconnalissance, possibly by the
helicopters themselves, 18 required to
determine which points are plausible
site locations. (This i1s similar to the
reconnaissance required to determine
proposed paths as discussed in the radar
profiling method.)

In one versior of this methodb, one
helicopter carries a microwave transmit-
ter radiating horizontally towards the
gecond in a 3CPbeam., The other carries
receiving equipment whose antenna
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beamwidth i1s 8°. The received signal 1s
observed visually on a cathode ray tube
and aurally in headphones. The visual
indication permits determination of rela-
tive field strengths and estimation of
Fresnel patterns. The aural signal
enables the pilot to maintain proper
heading. Communication between partici-
pating helicopters is provided by &
separate radio-telephone system,

To enable the helicopters to hover
into the wind at all times, 1t 1s neces-
sary to provide 360° rotation of the
antennas. This 1is accomplished by having
two antennas available on each helico ter,
each providing slightly more than 180° of
rotation. The cholce of antenna depends
on the direction of the wind at the time
of operation.

The height of the helicopter at any
time may be read on a survey-type porta-
ble barometric altimeter. The helicop-
ter 1s lowered to the ground, where the
altimeter is set at zero, Thereafter,
heights can be read directly to accura-
cles within 5 feet. Plumb lines may also
be used for this purpose, &3 well as for
determining tree heights.

Experiments have shown that the
signal cutoff polnt 1s quite sharp as
the beam falls below the grazing point.
To take readings over any site takes only
a few minutes.

The frequency used when making the
tests need not be the frequency of the
proposed link. In the particular case
under discussion, a frequency of the
order of 9,000 mc was used, because the
equipment was smaller and lighter for
the same antenna patterns, and was readi-
1y avallable. Adjustments for differences
in Fresnel zone radil at different fre-
quencies can readily be made,

A variation of this method 1s to
use light sources in the helicopters.
Heliostat type equipment when there 1s
gufficient sunlight, or very strong
focussed lights at twilight or at night,
will provide information on the eleva-
tions required to achieve line of sight.
Proper Fresnel zone clearance require-
ments can then be established based on
this data,

A further variation of the method
would be the use of one helicopter with
a portable tower replacing the second
helicopter, or even a balloon carrying
a light over the tentative site locatlon,

Cost of a helicopter plus pilot
varies considerably with the amount of
utilization which oan be soheduled, and



may be expected to be between $50 and £100
per hour.

The helicopter method may be very
advantageous in terrain which would be
difficult to profile, for reasons such as
heavy vegetation cover, few control or
check points, and the 1like. In addition,
in areas where interference possibilities
exist with other systems, path testing
provides a direct method of determining
the amount and nature of the interference.

It is important to recognize one
inherent pitfall in this method. Since
microwave signals of all frequencies are
subject to refraction, and since the
index of refraction varies with atmos-
pheric conditions, signal strength pat-
terns recorded at one time will not neces-
sarily represent patterns to be expected
at another,

Application of Methods

The application of the various
methods of aerial survey described above
to the problem of microwave path location
depends upon a number of factors.

Mapping

The first of these, and probably the
most critical factor, i1s the status of
the existing mapping throughout the area
of concern, If the area is completely
covered with large scale topographic maps
of good quality, a large part of the
physical survey work is already done, The
microwave engineer has all ready for him
a record of positions and elevations on
which to base his studies. He has only
to survey the remaining items of tree
heights and man-made obstructions at
critical points along the paths he studieg
At the other extreme there may be no topo-~
graphic maps and the planimetric maps may
be nothing more than pictorial in nature,
Positions and elevations may need to be
surveyed in this case for many points
throughout the area.

Nature of Area

The second factor governing applica-
tion of methods is the nature of the area
involved, This may vary from flat and
heavily forested to barren and mountain-
ous, and with many different degrees of
cultural development in the aress. These
influence greatly the need for varying
degrees of survey precision and accessi-
bility to the areas for survey,

Communications Requirements

The third factor involves the nature
of the communications system being studied

and the facility for which it is being
planned, Although the prime subject
under consideration here is survey for
microwave installations, this can seldom
be considered by itself. The inter-
relationship of microwave to other re-
quirements such as VHF coverage required
or comnection to pole lines may require
survey methods suited to several needs.
In addition, the location, number and
separation of designated points of com-
munication may affect the choice of sur-
vey method,

In addition, it may occur that the
communications system 1is being planned
for some facility such as a ripe line or
power transmission line which is itself
st1ll in the planning and location prhase,
In such a case the surveys required for
location studies of the facility may also
serve partially or fully the require-
ments of the microwave survey,

Time Schedule

The fourth factor is the time allo-
cated to the survey and system of the
system involved. Related to this is the
season of the year and the section of the
country involved,since these will affect
the time required for survey by the
different methods. The availability of
each procedure will also enter here. The
time element 1is usually set by the ulti-
mate user of the communications systenm,
and he often sets a time too short to
permit complete surveys to be made,

Cost Considerations

The fifth factor is that of cost.
Normally it should be expected that the
most economical survey method that pro-
vides the requiied results would be
employed. However, the time element in
many cases may take precedence over the
cost factor, since the total survey cost
generally represents only a minute frac-
tion of the overall cost of the facility
and of the revenue which will be realized
when the facility is put into operation.
Therefore, more costly procedures may
have to be used to meet the schedules
imposed.

Special Factors

In special situations, such factors
as the following may be of importance:

Effect of survey method on subsequent
slte procurement (when people have advance
notice of something afoot, prices tend to
g0 up.)

Flexibility, to permit changes after
completion of survey, for such reasons as
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selection of a new site (1if one originally
chosen were unobtainable), revised system
requirements, and the 1ike. In such cases,
availability of needed additional informa-
tion with minimum time and cost would be
desirable,

Choice Criteria

It should be evident from the nature
of the factors affecting selection that
no easy criteria may be set forth to
guide the choice of survey method. Proper
selection may best be made by an engineer
with training and experience in the fields
of communications, topographic and geo-
detic surveying, photogrammetric mapping
and path testing techniques, It 1s un-
l1ikely to find such a combinastion of
gqualifications in one individual. It is
more likely that a communications engi-
neer and a topographic engineer will
jointly provide the desired combination.
Even though 1t 1s felt thst only such
engineers should make the choice after
knowledge of the governing factors 1s
establ ished, some indication of how such
a choice 1s made may be obtained by point-
ing out some of the advantages and dis-
advantages of the various methods under
differing conditlons.

£lthough it 1s not the purpose of
this paper to discuss methods of ground
survey, this subject cannot be entirely
disregarded in discussing aerial methods,
since there 1s no case which does not
jnvolve some survey work on the ground.
Similarly, ground reconnaissance cannot
be entirely disregarded.

Let us now examine the methods pre-
viously treated in terms of their appli-
cation to microwave work, considering the
purpose, advantages and weaknesses of
each,

R gconnai gsance - General

As in any location problem, recon-
nalssance is the first phase. It in-
volves a number of steps, usually begin-
ning by assembly of all existing data
for the area of concern. First recon-
nalssance 18 generally qualitatlve in
nature, followed by further reconnais-~
sance to obtaln more or less rough quan-
titative data, after which another method
18 used to prepare final designs.

econnals ce - Vigua

As implied by .Ats name, visual
aerial reconnaissance finds 1ts applica-
tion during the reconnalssance phase. It
has several significant advantages. It
1g low in cost and 1is readily available,
since small plane transportation may be
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rented at most airfields at very reason-
able rates. No special equipment need be
installed in the plane, It 1is probably
the fastest way to get a general impres-
sion of unmapped or poorly mapped terrain,
and is usable under most weather condi-
tions.

Two obvious disadvantages of a visual
reconnaissance are that it produces only
very approximate quantitative data, and
that 1t produces very little in the way
of a record of its work. Such record 1s
1imited to written records on map or
paper and the few photographs that may be
taken on the flight. 1Its application is
believed to be limited to the following
cases:

a- In unmapped areas where existing
data gives no general information of the
nature of the topography and culture,

b- In areas well-mapped topographi-
cally, where more general information may
be needed on vegetation and culture not
usually shown on the map.

¢- In well-mapped areas where tenta-
tive paths have been selected from the
maps and where a check 1is needed along
ecritical points of the paths for possible
obstructions, reflecting bodles, facili-
ties at designated sites, and like infor-
mation,

Reconnaissance - Photographic

The aerial photographic reconnais-
sance method has two principal advantages.
The first 1s the complete record of the
great amount of informatlion it brings into
the office for subsequent study; the
second 1is the relatively good approxima-
tion it provides in determining horizon-
tal positions for features of concern,

Offsetting these are three principal
disadvantages. First, the cost of secur-
ing photographs 1is more than nominal, and
a plane must be specially equipped with
camers and experienced operator to make
these photographs, The second is that
the effects of weather may produce some
delay in getting underway with the work.
This may be partially offset by the fact
that once the photographs are obtalned,
the office phase of the reconnalssance
may proceed independently of weather con-
ditions. The third drawback 1is the rela-
tively low accuracy in approximating
elevations for features of concerns.

The application of this method will
generally be confined to those areas where
there is no topographic mapping, or where
existing topographic mapping 1s very poor.
When preliminary studles or reconnalssanoe



indicate a need for a fairly wide explora-
tion of such areas, this method will
usually provide the cheapest and fastest
means,

From the photography obtained it may
be possible to select relay station sites
and obtain sufficient path information to
lay out a system on a tentative basis, It
1s easler to pin down the likely paths in
rugged or mountainous terrain than in
rolling or relatively flat terrain. High
points can be easily picked out in rough
terrain and their locations identified
fairly accurately, since photo-reconnais-
sance gives good position information. In
rolling terrain or any terrain where
changes in elevation are gradual, it 1is
more difficult to identify high points
and therefore to make reliable path selec-
tions, While some field checking would
be required in either case, there will
generally be fewer critical points to
check in rough country,

Survey Methods

The other methods described are
applied in the final path determination
phase of the work, after the reconnais-
sance has been completed, Radar profil-
ing and photogrammetry would be applica-
ble principally in areas for which no
sultable topographic mapping exists, since
they produce essentially topographic data,
In such areas the choice of either of
these aerial methods must be welghed again-
st ground survey methods,

Radar Profiling

The radar profile method 1is particu-
larly advantageous to use where recon-
nalssance has narrowed the choice of
possible paths requiring measurement, and
where accuracy of horizontal positioning
of profiles 1s not too critical. Although
no fixed dividing line can be set, radar
profiling i1s likely to be economical up
to the point of measuring three to four
alternate routes per path., Beyond that 1t
1s likely to become too costly, since the
cost of this method is largely a function
of the length of line measured,

Within these limits the method 1is
fast, and it produces data quite quickly
upon completion of the flying phase of the
work. However, the flight runs may be
delayed by adverse weather because of the
dependence of the method on stable baro-
metric conditions.

It should be noted that while the
radar method 1s subject to weather delays,
the weather factor is lesg critical than
1s the case in the photographic phase of
the photogrammetric method, for example,

In using the radar method, satisfactory
weather conditions may be expected on
the order of 50% of the time, while
weather conditions sultable for making
the photography for photogrammetry may
occur on the order of 10X of the time.

Tests have indicated that the method
glves satisfactory accuracy in elevations
but that much care must be exercised to
secure such results. The method is weak
in determining horizontal positions,
however, since it 1s dependent upon map
spotting and/or navigational procedures.
In many cases this weakness is of no
concern, but it must be taken into accouwt
for those cases where it 1s critical.

Before radar profiling method can
be applied, the tentative sites must be
designated in such a way that positive
identification by the flight crew can be
made, and elevation data for these points
must be furnished as a basis for the pro-
file. This data must be obtained from
some other survey method, such as ground
altimetry techniques from the nearest
control point,

Photogrammetric Survey

The photogrammetric survey method
finds its application where a number of
lines or points spread over a consider-
able area must be surveyed. The costs
of this method are largely a function of
the number of photographs handled. Since
the photographs cover a considerabls area,
survey data can be produced throughout
that area for about the same cost as
along any single line through the area.
The method produces the data rapidly
once the initlal lags are overcome, and
1s completely independent of weather at
that point since all work takes place in
the office once the photography is ob-
tained. This can be an around-the-clock
procedure if necessary.

The accuracy of both elevations and
horizontal positions 1s satisfactory for
final path determination. -Sufficient
information concerning sites can be
obtained, up to the point of determining
subsurface conditions and cost of pur-
chase of the land. The aerial photo-
graphy used in the method is also suited
to the earlier reconnaissance phases,
Photogrammetry may also provide survey
data for other related purposes, such as
VHF coverage, construction and access
maps for tower locations, or maps for
right-of-way procurement. This addition-
al data may be provided at very small
cost additional to that required for the
path determination.

The principal disadvantage of the




method is its relatively high cost. As
pointed out earller, the cost becomes
favorable only when a considerable amount
of survey data must be obtained. Under
some combinations of area and season,

the effects of weather on securing suit-
able photography may be a disadvantage,

The path testing technlque using
helicopter methods finds particular appli-
cation 1n terrain which is difficult to
profile, due to factors such as heavily
wooded areas or deficienty of identifiable
check points. It may be used in any
terrain after a preliminary reconnalssance
has indicated a group of plausible sites,

It has the considerable advantage of
speed, being faster than any of the pro-
f11ing type methods because the engineer
obtains information concerning obstruc-
tion characteristics of potential paths
without actually flying over them, In
addition, optimum tower heights may be
determined within close limits, based on
the signal strength variation with alti-
tudes of the aircraft,

The method has several weaknesses,

chief among which are the following: the
microwave signal is susceptible to refrac-
tion, and since refractive conditions
change from day to day, clearance condi-
tions obtained at one time cannot be
taken as wholly representative of clear-
ance at other times; hovering sufficient-
ly still with the helicopter poses pro-
blems; this method of jtself does not
provide data concerning the path which
may affect propagation, such as water
bodies, tree growths, etc.
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Fig. 1
Aerial photographer with camera and view finder
installed in an airplane,



Fig, 2
A portion of a photographic index,
This reproduction is approximately 30% of the scale of the original aerial photographs,

R

Fig, 3

graph covering an area in west central Wisconsin,
000, Scale of this reproduction 1:15,000,

A small portion of an enlarged aerial photo
Scale of original photograph 1:60,
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Fig. b
Folding pocket stereoscope being used
for study of aerial photographs.
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Fig. S
Sketch illustrating principle of photogrammetric
surveying. View is in elevation on vertical
plane containing the two aerial camera positions.

Fig. 6
A Kelsh Plotter. One of the simpler photo-
grammetric instruments used for precision
aerial surveys.

Fig. 7
A Wild Autograph, Model A-S. One of the most
complex and precise photogrammetric instruments,
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THE DEVELOPMENT OF A PRODUCTION RADOME TESTER

Robert P. Walcutt

Antenna Research Laboratory
Thompson Products, Inc.
Columbus, Ohio

SUMMARY

The development of a test instrument
for the checking of reflection and trans-
mission coefficients of radomes in produc-
tion is described. Various investigationns
were made to determine by what means
interaction between parts of the RF system
could be minimized or eliminated.

The results of these studies are in-
corporated in the equipment which has
been constructed. The equipment is auto-
matic in operation, once initial adjustments
are made. It is well suited for use in manu-
facturing plants as a quality control device.

The purpose of the investigation is to
devise and build a system for electrical
evaluation of radomes. The qualities to be
evaluated were defined as “transmission
coefficient"”, the amount of energy reaching
the target area through the radome divided
by the amount of energy reaching the target
area in the absence of the radome, and
vreflection coefficient’”, the amount of
energy returned to the radiating system due
to reflection from the radome divided by the
total outgoing energy. No requirement for
measurement of boresight error was in-
cluded, and the system devised includes no
means for this measurement.

Five specific requirements were added
to the general problem. The system and
equipment incorporating it should be adapt-
able to measurement of production radomes
(quality control); the equipment could be
operated by unskilled, but not untrained,
operators; a visual indication of the inform-
ation should be provided while obtaining a
permanent record; the system, as con-
structed, should be accurate to within * 1%;
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the equipment should operate throughout the
2400-3700 mc and the 8500-9800 mc bands.

Measurements of transmission co-
e fficient have been carried out under some
difficulties in the past. It has been necessary
to make two distinct measurements, with the
transmitting antenna moved through a quarter
wavelength between measurements, and to
average the values obtained to get an evalu-
ation of the radome. This procedure has been
necessary due to the large interaction between
the test specimens and the micro wave equip-
ment in the test setup. Interaction between
the test antennas has required that measure-
ments be made over relatively large ranges.

Cognizance of the general requirements,
specific requirements, and the past history
of the practice indicated that certain basic
studies were necessary before any construc-
tion could start. To facilitate these studies,
the services of Sinclair Radio Laboratories,
Ltd., Toronto, Ontario were obtained.
Sinclair Radio Laboratories carried on the
major portion of theoretical work which re-
sulted in a current practical equipment for
measurement.

The measurement of transmission co-
efficient by the simple expedient of two
measurements of field strengths, one with the

radome in place and a second without the radome,

has been impossible in the past because the
outgoing power level varies greatly as the dis-
ance from the radome to the antenna changes.
This variation is cyclic with distance and the
period depends on the wavelength of the test
frequency. It is caused by interaction among
RF components. Three major sources of
interaction are experienced in the radio fre-



quency equipment. These exist between
the radome and (1) the generator, (2) the
transmitting antenna, and (3) the receiving
antenna.

One of the first approaches considered
to elimination of this power variation was
that of providing a continuous mechanical
shift of the transmitting antenna with re-
spect to the radome. The shift would have
to be through several half-wave lengths in
order to obtain a true average value and
occur quite rapidly so that the measurement
equipment would indicate only the average
rather than the individual variations due to
movement. This system would actually be
a variation of the old test system whereby
two individual checks were made. It was
discarded as a possibility after considera-
tion of its mechanical requirements.

Another system considered was that of
shifting the frequency continuously across
a small porticn of the spectrum centered
about the nominal test frequency. This
would serve to cause the antenna to radome
spacing in wavelengths to vary and accomplish
the same thing as the mechanical shift.
Several disadvantages to this are apparent,
the more important of which is the diffi-
culty in obtaining generators capable of
this swing with reasonably constant output.

A system considered which provides
the most satisfactory method of measure-
ment is one in which the radio frequency
system is specifically matched to perform
the operation needed.

Under usual bench conditions, a more
or less arbitrary and inexact match between
the generator (klystron) and the micro-wave
plumbing results. This match may be the
best observed ""maximum power transfer"
condition. Any power travelling back to-
wards the generator as a result of some
discontinuity will, in general, encounter
a second discontinuity when it reaches the
junction of the generator and plumbing. At
this second discontinuity a power split
occurs wherein some of the power is trans-
ferred into the generator and dissipated in
the internal impedance and the remainder

travels along with the outgoing power. Ob-
viously, the phase of this reminder is impor-
tant when added to the generator output to
yield total outgoing power. Thus the outgoing
power level is a function of (1) generator out-
put (2) phase and magnitude of any reflected
power, and (3) the character of the mismatch
at the generator-plumbing junction. Since a
radome represents a discontinuity in the

path of the outgoing power causing the re-
flected power to be of variable phase and
magnitude as different parts of the radome
are illuminated, the resultant power illumi-
nating the radome will vary.

However, under a condition where the
micro-wave plumbing sees an exact match
looking back into the generator all power re-
flected from any discontinuity will be absorbed
by the internal impedance of the generator.
Since there is no re-reflection at this gen-
erator - plumbing junction, the outgoing power
in the plumbing will remain constant.

A system for obtaining this exact generator
to plumbing match has been devised. A
short circuit is placed in the microwave
plumbing and its position varied while the
outgoing power level is observed by means of
a directional coupler placed between the
matching system and the moveable short cir-
cuit. This outgoing power will vary as the
short is moved except when an exact match
is obtained. When this proper match is
realized no change will be noted in outgoing
power.

This power must be radiated from an
antenna within a radome. Energy reflected
from the radome will strike this antenna.
At best, an antenna-can absorb only half the
energy impinging upon it, the rest being
scattered. Some of the scattered energy
will combine with initial outgoing radiation
and thus cause a change in the energy level
which illuminates the radome. N

The only matching arrangement which
will prevent the scattered energy from caus-
ing trouble is one in which the antenna im-
pedance is only reactance. Because the
absence of a resistive component clearly
indicates a lack of radiating ability the
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antenna is useless as a transmitter. Thus
we see that no matching condition at the
antenna can eliminate the interaction with
the test specimen. This interaction effect
is increased by any two of three conditions;
a test specimen of high reflection coefficient;
a large area of the test specimen normal to
the direction of propogation; a high gain
transmitting antenna. Fortunately, radomes
do not in general fulfill the first two re-
quirements.

Since radomes are usually of compound
curvature throughout and specifically de-
signed to have low reflection coefficients
the fact that a reasonably high gain trans-
mitting antenna may be used will not in
itself cause any serious trouble. If itis
desired to test flat panels some sort of iso-
lation between the transmitting antenna and
the test specimen must be provided. A pad
of lossy material which will provide approxi-
mately 10 db. loss in the transmission path
is sufficient to isolate the two. This pad
must be such that it is essentially reflection-
less and so oriented that any reflections
which do exist are not allowed to return to

the transmitting antenna or the test specimen.

In practice this pad has been composed of
Celotex sheets with lossy coatings of Aqua
Dag applied. Other forms of the pad have
been tried and found successful.

Interaction with the receiving antenna
can be eliminated by using a very long range
or by use of a very small aperature receiving
antenna. The latter seems to be preferable.
Reradiating properties of the receiving sys-
tem are reduced to a minimum by placing
a very small lossy sheet in front of a very
small receiving antenna.

If the test setup recognized and prop-
erly compensates for all the difficulties
as described, a useable arrangement can
be had for making single readings of trans-
mission coefficients.

The case for a single reading reflection
coefficient measurement is more complex.
Even under the ideal match condition de-
scribed, the amount of power measured as
returning toward the generator will vary as

the antenna-radome spacing varies. This

is not thoroughly understood but may be
considered in light of the fact that the radome
is definitely in the near field of the antenna
and its movement corresponds to a change in
the complete antenna system. Some rela-
tively impractical systems for isolating the
radome from the antenna by loss have been
conceived but can not be put in practice.

The amount of reflected power in the RF
plumbing is also a function of the transmit-
ting antenna itself. This creates a new set
of circumstances for reflection coefficient
measurement. If results of any validity
are to be obtained it now appears that the ra-
dome should be tested in a set up simulating
the actual application and that the transmit-
ting antenna should be identical with that to
be housed by the particular type of radome
under test.

Under these simulated conditions re-
flection coefficient measurements will yield
a practical answer from an application
standpoint in that it is now possible to learn
(1) the general level of RF power returned to
a radar system by the radome, and (2) the
rate of change of RF power returned. These
are important in application, since in the
first case the operation of the magnetron
will be affected, and in the second the per-
formance of any AFC system must be con-
sidered as it compensates for magnetron
"pulling.

A mechanical-electrical system was de-
vised to support a transmitting antenna, the
typical antenna for the radome under test,
with an arrangement for rotating a radome
around this antenna. A 0° to 360° rotation
is accomplished during which time a plot
of transmission coefficient is made. Auto-
matic circuits switch the equipment to
measure reflection-coefficient and this
measurement is accomplished during a ro-
tation of the radome from 360° back to 0o°.
This provides a complete set of data for
that sector of the radome scanned. The
equipment then automatically tilts the radome
and its axis of rotation 15° while holding the
transmitting antenna in a fixed position and
again starts plotting transmission coefficient.
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Thus the radome is sampled in sectors

15 apart; this is felt to provide sufficient
information for production quality control

of radomes. The scanning may be stopped
at any angle of tilt by presetting a selector
switch.

The equipment is provided with man-
ually operated controls so that any function
may be carried out independent of the auto-
matic circuits.

Due to the length of time required to
obtain a complete set of information on a
radome it was felt necessary to provide
servo driven attenuators in the RF system.
These attenuators will hold the output
power constant for long periods of time.

The receiving antennas for 3 cm and
10 cm are of smallest possible aperature
to reduce re-radiation: an open guide in
the first case and a fat dipole in the second.
These antennas are placed flush with an
absorbing screen which reduces reflections
from objects beyond the test area. A lossy
cloth is placed in front of the receiving
antennas to further reduce the amount of
energy reradiated to the transmitter. The
receiving antennas are located 15 feet from
the transmitting antenna.

Arrangements are to be included for
the measurement of panels. For the pur-
poses of comparison and calibration,
standard test panels will be provided. In
order that a realistic value for reflection
coefficient can be obtained on these flat
panels it would be necessary to measure
them without the lossy pad. This requires
the use of the former system whereby two
measurements are made and the results
averaged.

The RF system exciting the transmitting
antenna consists of a Varian X-13 klystron
at 3 cm and a cavity assembly from a
Hewlett- Packard 616A Signal Generator at
10 cm. Each oscillator feeds into a 3 db
pad, thence to a tuner which accomplishes
the generator to plumbing match. Immed-
iately following is the servo controlled
attenuator followed by a directional coupler

sampling outgoing power and feeding in-
formation to the servo. A second direc-
tional coupler provides signal for reflection
coefficient measurement. Immediately pre-
ceding the antenna is another tuner which
matches the system to the antenna under a
no test-specimen condition.

The electronic equipment necessary
for this system is reasonably straight for-
ward. Klystron power supplies are elec-
trically regulated to less than 3 millivolts
of ripple. Klystron heater supplies are DC
to prevent FM due to hum. The square wave
modulator for the klystron has a very flat
top so that no FM is introduced.

All amplifiers for measurement, mon-
itoring, or automatic stabilization are se-
lective so that only the fundamental compo-
nent of the square wave is used. The signal
amplifier is of a 15 cycle band pass type
with the operating frequency near 1500 cycles.
The last stage is a power amplifier and diode
rectifier arrangement which feeds an 0-1 ma
precision meter and a recording voltmeter.

The recording instrument is a modified
Leeds & Northrup Speed-0O-Max having
azimuth angle on the X axis and signal
amplitude on the Y axis. Included is
special equipment for automatically marking
each recorded chart with identifying infor-
mation.

The design goal for accuracy has been
1%. Each component has been constructed
with a zero tolerance in mind so that the
overall cumulative error will be less than

1%.

This equipment and system of measure-
ment will permit the rapid and accurate
single reading measurement of transmission
coefficient of radomes or dielectric panels.
Reflection coefficient measurements of
radomes can be made which produce an
indication of the general level of the power
which may be reflected back into a radar
set and some idea of the rate of change of
this power. Reflection coefficient measure-
ment of dielectric panels can be accomplished
accurately with this equipment by the two-
reading system.
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A CORRELATION DIRECTION FINDER

A VUL LA L A e ———

FOR

GUIDED MISSILE RANGE INSTRUMENTATION

Marvin S. Friedland and

Nathan Marchand

Air Force Missile Test Center
Patrick Air Force Base, Florida

1. General Requirements

A study of the requirements for an electronic
trajectory measuring system on & guided missile
testing range discloses many conflicting and in-
compatible criteria, For 2 medium and long range,
more than 200 miles, some of the criteria gener-
ally stated as desirable may be listed as follows:

a, A trajectory measuring system whose accu-
racy capability competes with that of a
modern optical tracking system such as a
cine-theodolite chain.

b. A single station system not hampered by
the logistic support requirements for
long buse line systems, vase lines of
many miles.

c. A system not limited to line~of-sight
characteristics of the ultra-high and
microwave frequencles.

d. A system requiring a minimum or no elec-
tronic or other equipment in the test
vehicle.

e. A system which is unambiguous, thus not
requiring other trajectory measuring
devices to assist it in making a deter-
mination,

f. A system not subject to the contamination
of atmospheric noise or skywave reflec-
tions.

g. A system which does not require acquisi-
tion assistance to lock on the test ve-
nicle once in flight, or does not require
a large frequency spectrum.

An examination of these criteria leads one to
conclude that the state of the electronic art has
not progressed to the point where they may be met
without compromise. Therefore, it is concluded
thet the systems in general use by the guided
missile ranges have much to be desired in the
way of icprovements.

2. Equipment Limitations on Test Missiles

During the free flignt testing of Research
and Development test vehicles on a range, certain
electronic equipments not generally related to
the functioning of the vehicle are usually re-
quired on board. These are a radio telemeotry
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transemitting system to provide data as to the
internal performance of the vehicle and the assoc-
iated end instruments to pick up this data at
points of interest.

Therefore, to conslider this equipment, as it
may be also used for a trejectory determination
function, would not entail the installation of
additional equipment in the vehicle, The tele-
metry equipments in common use have been stand-
ardized and would not, in their present form,
impose & serious limitation on their use for
this additional function.

7. Direction Finder on Telemetering Fregquencies

The use of a precision direction finder on
the telemetry signal from & vehicle in test
flight appears practical if special precautions
are observed. The M-FM telemetry band from 215
to 235 Mc is in a part of the spectrum where the
atmospheric noise and sky-wave effects are small;
further, the propagation characteristics at these
frequencies have been explored and data is avail-
able. Wnile it is true that such a direction
finder would be limited to the usual UHF ranges,
it appears that it could be developed into 2
practical equipment to be used at small down
range stations.

4, General Antenna Theory

Basically, #ll direction finders work upon
the principle of measuring the difference in
time of arrival of an incoming radio wave (between
different perts of the same antenna, when a
single antenna is used, or between different
antennas when an array is used). For instance,
two antennas, I and II shown in Fig. 1, are sep-
arated by a distance D. A wave front arriving
at an angle to the line of the two antennas will
cause the voltage in I to lag behind the voltage
in II by the number of degrees represented by
the distance A where

A= DCos 0 (1)

This can be expressed in electrical degrees, ¢ 3
where A is the wave length.
c0'9-¢

29D (2)

Q_Q_A o
A
The first limitation in accuracy, using this
method, is that the distance D muet be very



large for the accuracies necessary, but with a
very large D there is a multiple of molutions
inasmuch as the system cannot distinguish the
difference between ¢ and (¢ + n 360°) when meas-
uring, This must be considered becauce of the
accuracy limitations of present day phase meas-
uring devices, and signal to noise ratio. To
resolve this ambiguity, it is proposed to use a
very coarse system with the antennas spaced a
distance A /2 apart, and then use two sets of
antennsas spaced d and D apart as shown in Fig.2,
Here the antenna array with a spacing d is chosen
so that the very coarse antennas {which have no
ambiguities) resolves the ambiguities in the
other antennas. .Similarly, the antenna array
using a separetion d resolves the ambiguities of
the array using a separation D.

Crossed grougs of arrays as described above
are used for 360° coverage and for resolving
elevation. A plan layout of the array is shown
in Fig. 3. Actually, D is many timesa larger
than d, the size being determined by the accuracy
of the phase measuring equipment and signal to
noise ratio.

The actual number of arrays to be used and
their spacing must be determined by the desired
system accureacy.

5. Phase Measuring Receiver

The problem is to measure the difference in
phase between two complex IM signals,

The saving grece ia, of course, that the two
signals are exactly allke except for a delay
between them. The receiver must be able to dis-
card all extraneous information and to use all
of the energy in the wave just to determine this
phase difference effectively,

A cross correlation receiver is shown in Fig.
4. This receiver consists of four channels, A
B, C, and D, where phase comparisons are made
between A end B, and between C and D, Except
for & common local oscillator, each channel is a
standerd receiver up to and including the inter-
mediate frequency amplifiers. A common local
oscillator operating on a frequency 30 Mc lower
than the incoming eignal is used so as to elim-
inate any phase difference due to this oscillat-
or since it will be cancelled out by being intro-
duced equally into all channels. Isolation amp-
lifiers are used in the oscilletor circuit to
prevent interaction between channels. It is im-
portant that the oscillator end RF tuned circuits
track well enough so that no internal phase shif-
ts between channels will talke place. The RF and
IF bandwidths are kept wide enough to make this
point less critical.

Cross correlation is employed after the IF
strips, A low frequency f1 crystal oscillator
i8 used for the cross correlation oscillator,
Yor the signal in channel B to be compared with
the signal in clannel A, the fl signal is mixed
with the local oscillator, This results in a
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fl higher signal being fed to the R channel mix-
er. The result is that the local oscillator
signal being fed directly to the A channel mixer
producing a 30 Mc difference frequency contain-
ing all the modulation and phase components and
that the local oscillator plus f1 18 fed into the
B channel mixer, producing a 30 fl Mc differ-
ence frequency with similar components in this
channel,

Mixing the signal from the B channel IF with
the signal from the Chennel A, IF will yield an
fl signal containing only the difference signal
between channel A and Channel B. Inaemuch as
the only difference between the signale in chan-
nels A and B §s the phase difference due to
antenna displacement, the output will be ap F
signal displaced in phase by that phase differ-
ence from the reference oscillstor,

The fl IF is very narrow since the flow of
phase informetion is very small and changing
comparatively slowly. Thus, the phase informa-
tion will be passed while the modulation on the
signal will be rejected., A phase comparitor
can now be used to compare the phase of the N
signal coming out of the IF with the f] crystal
oscillator phase,

Any change in phase of the f] oscillator will
automatically cancel out. The reason for ueing
& crystal oscillator is to allow the use of a
very narrow band fl IF, The phase comparison
between the signals of channels C and D ie mede
the same way as that for channels A and B.

6. Receiver Theory

It is possible to cross correlate two signalse
by mixing them together in a linear mixer (linear
so far as output is concerned) and then passing
the output through an integrating or low pass
filter. By varying the time displacement be-
tween the two signals, the amplitude of the out-
put will be the croes correlation function.

However, 1t is usually much more expedient
to use the band pass equivalent of thie method.
To do this, one of the signals is displaced in
frequency an amount equal to the firel IF freq-
uency, When the two signeals are now mixed, the
IF output signal has an amplitude which is equal
to the cross correlation function, and which
contains all of the phase information caused by
cyclic displacement. Integration is accompliashed
by a narrow band filter.

For instance, consider the 30 Mc IF signal
in channel A to be Ajf where

Ay = F(t) Cos [[2m F(t)t o ] ()

where F(t) 1s the amplitude variation with time
and F (t) ie the frequency variation with time.
Calling the angular frequency of the fl oscil-
lator %y, the oscillator output can be designat-
ed by ¢ where
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which is the frequency displacement of channel
B with respect to channel A, Bif is (as shown
in Fig. 4) the following:

K Cos w;t (&)

Byr = KF (t +5t) Cos {ZWE(t4 ) tD(S)

Eg. btj4a + Wit}
where 5 t is the time delay or phase shift
caused by the angle of arrival at the wave front
with respect to the axis of the array, ©Fow, Bif
{s combined with the IF eignal from Ayf yielding
an output voltage E,.

E,= K[F (t)JF (t+ ®t) Cos Cam F (o)t

—a s 2nF(t+ bt) (t+2t)+ar wit]) $2

If the displacement §t is comparatively small,
pamely, only & relatively small number of rf
cycles, we can simplify 2 F(t+5e)(t+5¢)

to 2 mF(t)t + wy §t, where w, is the carrier
frequency of.?"(t%. This will be practically
true if the total frequency excursion for §t is
comparatively small with respect to the center
frequency, Or an equivalent result will be ob-
tained, if the frequency modulation is symmetri-
cal and integration is performed. Simplifying
(6) and removing any amplitude variation.

E, = K' Cos (-2 AT R L

Wy 8t4 a+¥yt) (7

Comparing (?) and (4) in a comparstor, wy o ¢
is obtained {which cen be referred to as o) as
a result, which is the angle desired.

It should be pointed out that the receiver
will work with any type of signal including
noise, All that is required is that the signal
have a definite wave front to cnncentrate the
energy into specific pheses. This means that
there will be no discrimination against any type
of signal other than the band selectivity ob-
tained in the RF and 30 Mc IF amplifiers, If
there is another unwanted signal in the band of
frequencies being received, it will introduce
an error which could not be resolved, Random
atmospheric noise will introduce noise into the
phase comparator and dilute the accuracy.

For good signals, however, such as is ob-
tained in the telemetering band (which is also
at frequencies where the atmospheric noise is
low), the system has great promise.

Receiver noise will be generated independ-
ently at the inmputs to each of the RF channels.
This means that the noife in one channel will
be random with the noise in the other channels
and will not correlate. Thus, the noise band-
width of the asystem will be the narrowest band-
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width in the chain, which is probably the band-
width of the phase comparator.

7. Angle Data Determination and Recording

The receiver output is in the form of two
sine waves of the frequency f) and contains the
angle information as & phase displacement with
respect to the reference oscillator fy. In
order to extract this data, & phase comparison
must be made between the f) oscillator and each
of the receiver outputs, A direct approach
to this problem is to employ & goniometer whose
rotor is servo positioned to indicate the de-
sired anzle. This, however, 1imits the data
handling capacity to the servo system perfor-
mance, and precludes using a rapid sampling
method for determination of the coarse and
intermediate angle data.

A better approach to this problem is to be
found in a method which samples the phase data
at periodic intervals, and then records the
sample value., This would permit rapid switch-
ing from one antenna pair to another without an
objectionable delay due to the tracking limita-
tions of a servo or similar device.

As is shown_in Fig. 5, the output from the
1y oscillator is fed into a phase shifter which
produces a frequency displaced wave whose freque-
ncy is the sum of the sweep frequency and fy. A
practical form for producing such & phase shift
is to use a phase splitter and goniometer whose
rotor is driven at the desired rate by the sweep
generator, This rate must be selected 80 as to
provide an adequate number of samples and yet
not adversely affect the bandwidth requirements
of the receiver. A reasonable rate appears to be
about 10 cycles per second, This will provide
an adequate number of data points to give & good
time history of the trajectory and yet not require
an excessive receiver bandwidth.

Using an isolation amplifier to prevent
cross-talk, the phase rotating reference is fed
into two phase coincidence circuits where a com-
parison is made with the receiver outputs, When
coincidence occurs, & sharp pulse is generated
to indicate that a match has been reached, The
sweep generator is also used to drive a saw
tooth sweep unit where a voltege in linear
proportion to the shaft position is generated,
When a phase match is reached, this voltage is
sampled, emoothed in a filter, then recorded or
used in a small analog computer for real time
angle determination.

To use the angle data to the highest pre-
cision, it must be placed in digital form, This
is accomplished by starting a time pulse gener-
ator or accurate clock when the sweep generator
shaft reaches a reference mark. This starts the
counter units so as to count the units of time
until coincidence is reached, then the counters
are read out and recorded, By this technigue



the angle data is placed in digital form, so
that the computations for final use can be made
to the precision required.

This method of digitalization places a high
time stability requirement on the sweep generat-
or. To meet this time stability, the sweep
generator is driven from a crystal oscillator
in the time pulse generator, thus placing the
two on the same time base and eliminating any
time drift between them.

8.

Coarse-Fine Resolution

To simplify the receiver system, a switching
unit is employed to change the RF inputs from
the coarse to the intermediste and fine antenna
pairs. 1If a continuous recording could be main-
tained from the beginning of a flight test, then

a resolution of the ambiguities would be requir-
ed only once. Since thie is impractical, a per-
lodic check must be made to assure that the fine
data 1s identified in the correct lobe. This can
be made rapidly since the coarse and intermediate
angles need be recorded only to the accuracy
necessary to resolve the lobe structure from the
antenna pair spaced at the next larger interval.
This is dependent on the method of phase com-
Parison selected, but can be limited to a min-
imum of samples necessary for a reliable deter-
mination as is shown in Fig. 6. A time sequencer
actuates the RF switch and at the same time
indicates on the record which group of antennas
is in use. Thus the records will show the angles
of arrival to the approximate accuracy neceesary
for ambiguity resolution at periodic intervale
and the fine data to the highest degree of accu-
racy poeeible during the rest of the recording
period.

Conclusions

—_— s

9.

It is concluded that a practical direction
finder for use in guided missile trajectory
determination is poesible through use of cross-
correlation techniques, and that such a aystem
i3 capable of providing data to the accuracy
necessary for performance evaluation,

It appears that such a system 18 not so
complex as to make its use at a small down range
station impractical, nor 1is the logistic support
required so extensive as to preclude installation
on the island chain of the Florida Missile Test
Range.

The state of the electronic art has progreas-
ed to the point where the circuite necessary to
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accomplish a system design have been developed.
It is, therefore, concluded that no great diffi
culty will be encountered in undertaking a
syetem development,

APPENDIX 1
Phase Difference of Two IM Waves

A frequency modulated wave, F |, may be
expressed® ae

E <A sin (wts Maint) (8)

where A is the amplitude, w. is the carrier
angular frequency and M is &he modulation index,
which in this case 1s the peak angular phase
displacement., £)L1is the modulation angular
frequency. Delaying this signal by a time §t,
the voltage Egy is obtained,

E - A sin E}l(t + ot)s M gin

t)]

(9)
(t+

or

28t=AainEw1t¢w1 5t+M ain t

cosl&t + M cos 't sin 00 t] (10)

Taking the angular phase difference, B, between
(10) and (8)

B=widt+ M sin t cos t + M cos t
sin 06 t_p g1 Oy (11)
simplifying
B = vlst +Ksin( Qt+a) (12)
where
K=M+v (cos /0t - l)g + (8in t5?
(13)

< tan ~lecos 054 =1
sin Qs ¢t

Integrating (12) to remove the phase modu-
lation, the resultant angular phase difference

¢ is

¢ = w13 t (14)

*Terman, F. E. Radio Engineering, Page 418,
Mcegraw Hill Books 1937




Fig. 1 - Two antennas used to measure direction of wave arrival.
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Fig. 2 - Multiple D.F. antennas arrays to resolve ambiguities in readings.
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PRESENT STATUS OF MICKOWAVE RADIOMETKIC
RECEIVER DEVELOPMENT

R. M. Ringoen
Collins kadio Company
Cedar hapias, Iowa

Abstract

The microwave radiometric receiver was first
introduced by K. H. Dicke in 19L5. Since that
time various methods have been devised for de-
tecting very low-noise powers in the microwave
spectrum -- some equipments being czpable of de-
tecting noise power changes of less than 10-16
watts, which may be equivalent to an antenna tem-
perature change of less than one degree C. The
basic theory of microwave radiometry is developed
and the various types of receivers used for this
work are described and ccmpared.

The introduction of the use of ferrites to
obtain unidirectional transmiccion in waveguide
has made it possible to isolate the receiver from
the antenna -- resulting in a rreat improvement
in the "switching" type of raciometer at some
wavelengths. Waveguide ferrite components adapt-
able for use in rzdiometers are described along
with the results of development work on ferrite
rctators at a wavelength of R.7 mm.

Thermal Radiation Theory

Radiometric receivers are used mainly in
racio telescopes. To understand the problems
involved in the design of radiometric receivers
one must be somewhat acquainted with the basic
aspects of radio astronomy.

Kadio astronomy is the science which is con-
cerned with radiation from all celestial bodies
in the radio frequency spectrum. Practically
all the radiation from celestial bodies in the
micrcwave region is thermal radiation. Any
object which is absorbing must also radiate. If
a body absorbs all the energy incident upon it
it is called a black body. Any body falling into
this category raciates accordine to Planck's
law. Planck's law is plotted in firure 1 for
various temperatures. From the fipure it is
shown that the maximum radiation per cycle band-
width occurs at a wavelength which is a function
of temperature -- the hizher the temperature
the shorter the wasveiength. 4lso the energy
raciated at the longer wevelengths is consider-
ably lower, In the microwave region Planck's
formula is closely ajproximated by Rayleiph -~
Jeans formula which is:

% = B77kT¢
Al
where: k = Boltzmann's constant (1.38 x
10-23 Joules/mol./deg.k.)

Ty = temperature of black body (degrees
Kelvin)
A = vavelength (centimeters)

}% = density of rzciation -- the raciant
energy per unit volume in a stream
of radiation at the wavelenrth, A

This equation may be used to compute the
power received by an antenna when directed toward
a black body at a temperature, T. To put the
equation in better form both sides are multi-
plied by Axana the following substitution is
made:

2
= _A_Af
AA c Af = detector band-
wicth
which yields:
WAN= B8TkT AL (jou.les/cmB)
A CAZ?

For an isothermal enclosure the following ecua-
tion holds:

¥ = LT7i, where: iy= rate at which a
& body radiates energy

in a given cirection
per unit solid angle
and per unit of its
own area as pro-
jected on a plane
perpendicular to the
given direction.

cubstituting this in the equation fogggields:
1,8, -2k TsAf  watts/em?/unit
— 5 solid angle
A2

Hence the power radiated into an incrememtal
solid anrle will be for one polarization.

KT ,Af
= A Q)
h2

This may be multiplied by the area of the
collecting antenna to obtain the total power
received by the anterna from the incremental
solid angle,AN, The effective area of an an-

tenna is given by: Ae = (A2 ) ¢ (6,9
LTr

Thus |

APy AP, = KA‘LTﬁ G (6,4) T_ (8,44n

To obtain the total power received, this equation
must be integrated over the total solid angle or

Py = %/c(e,ﬂ‘g(@ 2on
otal
solid angle
If the source has finite boundaries and the back-
ground is at absolute zero temperature then the |

AP = watts/cm2




above expression can be broken into two integrals
as below.

_xar | S J
Py = Source + Remainin
" Tfr[ gJ

Solid Angl

The second integral is zero since Tg for the re-

gion is zero. Hence:
P = KAS /G (6,0 15 (6,§) aa
Source

khen the antenna is directed towards a source of
constant temperature, an effective antenna temper-
ature Tp may be defined such that: PR = KTPAI‘ =

KTgAf /G (9,¢) da or: Tg = LIG (6,8) dn

LT Sdurce Ts A UTCE

This relationship is called the antenna factor
and inaicates the amount the antenna temperature
is reduced below the source temperature.

There are three czses to be considered. If
the antenna is completely surroundea by a source
at temperature Ty, the intepral is egual to L
and Py = K TsAf. This same relationship holas
true if the source is of restricted size, but with
the antenna beam completely confined to the sourca
Increasing the gain of the antenna beyond this
point only permits radiation from specific areas
of the source to be studied.

The equation Pgp = KTAf reveals the amount
of received power on which a radiometric receiver
must operate. Suppose that it is desired to de-
tect a one depree C. change in antenna tempera-
ture and the receiver bandwidth is 16 megacycles.
The change in power will be

P = KTAfL = 1.38 x 10723 x 16 x 10°
p = 2.21 x 10716 watts

If the receiver has a noise fipure of 1L db (25%)
the noise output will be equivalent to an antenna
temperature of 7500 degrees K. A one degree an-
tennz temperzture change would thren produce a
signal—to—ncise ratio of 1/7500 or 0.013%.

This illustrates clearly that if such an antenna
temperature change is to be detectable special
procedurcs must be used in the design and con-
struction of the receiver.

Three basic types of receivers have been de-

veloped for use in radio telescopes. Lach of
these three basic receiver types will be dis-
cussed in general.

D. C. Type Radiometer

The first to be considered is the "d-c"
type. The block diagram of this receiver is
shown in Fifure 2. The noise power received by
the antenna is amplified in either & tuned radio
frequency or a superheterodyne receiver. The
amplified noise is then detected in a diode de-
tector. The output of the detector is amplified
in a d-c amplifier znd recorded on a recording
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meter. Although in block diagram form the re-
ceiver appears to be simple in actuality it is
quite complex. It is made complex by the very
rigid gain stabilization which must be realized
in the receiver. If the receiver noise figure

is 20X the output of the receiver when its
antenna is terminated in a matched load at room
temperature is equivalent to a 6000 degree antenra
temperature. If the receiver is to detect a few
degrees change in antenna temperature the receiver
gain must be about 120 db. A one percent change
in this rain or in the noise figure would then
cause an output chenge eguivalent to a 60 degree
antenna temperature change. This inaicates the
need for extremely pood gain and noise figure
stabilization in the receiver. This penerally
resolves itself into multistage voltaee regula-
tors for all plate and filament voltages in the
receiver and temperature stabilivation of the cam-
plete receiver enclosure, In practice the re-
ceiver will be seldom turned off as the time re-
quired for the gain to stabilize is consicerable.

Since the output of the diode detector will
be proportional to several thousand degrees this
voltare must be nullified if small temperature
changes are to be measured. This is done by a
d-c voltege from a very stable d-c source. The
difference between the detector output and
nullifying voltages is then amplified in a d-c
amplifier and presented on the meter. The d-c
amplifier also presents a problem in gain sta-
bilization.

Receivers of this type have been built to
detect antenna temperature changes of a few
degrees in the VHF and UHF regions. However,

_use of this type of receiver has not been too

extensive in the microwave region because of the
difficulty in stabilizing the gain and noise
figure of the crystal mixers required.

Servoed Noise Source hadiometer

The second type of radiometric receiver to be
considered is the servoed noise source type. The
block diapram of this general type of radiometer
is shown in Fipure 3. In this receiver a motor
driven switch alternately connects the receiver
input to the antenna and to the output of a vari-
able noise source. The signal is amplified in a
tuned radio frequency or superheterodyne receiver.
The detected output is applied to a synchronous
demodulator as is the output of an a-c generator
driven st the same rate as the r-f switch. The
d-c output of the demodulator is then proportional
to the diff'erence between the equivalent antenna
temperature and the temperature of the noise source.
This voltage is in turn used to vary the noise out-
put of the variable noise source. If the noise
source is a temperature limited diode the demodu-
lator output woulc act to control the diode anode
current so that the noise output would be equal to
that received by the antenna. In this manner the
diode current would be an indication of the anterna
temperature, and would be so calibrated and re-
corded on a meter.

In this type of radiometric receiver the re-
ceiver pain may vary without affecting tke output



directly, as may the receiver noise figure. Also
the receiver need not be calibrated because the
noise source calibration is the receiver calibra-
tion and this is not affected by receiver gain
variations. Receiver and detector linearity are
also of secondary importance,

Since a matched noise source cannot be equiva-
lent to a termination below ambient temperature
this servoed noise source type of radiometer can
be used only for measuring temperatures above am-
bient. This is a disadvantage. Also, an easily
controlled and calibrated noise source must be
available. At present this fact limits the use of
the receiver to the UHF and VHF spectrum. Finally,
since some small difference in antenna and noise
source temperature must be present to supply the
noise source control element some error will exist.
Consequently, the sensitivity of this type of radi-
meter, not considerine receiver pzin changes, is
somewhat poorer than the a-c type or the Dicke
type which will be discussed next.

Dicke Radiome}g:

The block aiagram of the general Dicke-type
radiometer is shown in figure L. In this type
of radiometer the receiver input is alternately
terminated by the antenna and an eccentive absorb-
ine disk which dips into the antenna line wave-
guice. The eccentric absorbing aisk is driven by
2 synchronous motor which also drives an a-c gener-
ator. Consequently the noise power applied to the
input of the receiver is modulated at a frequency
equal to the motor speed and the peak~to-peak
modulation is proportional to the difference in
temperature between the antenna and the reference
or modulator wheel,

A balanced r-f mixer is generally used in the
Dicke-type microwave radiometer. This is done
to minimize local oscillator noise and to reduce
to a minimum the local oscillator power coupled
into the antenna line. The two outputs of the
bzlanced mixer are coupled into an i~f amplifier
through a balanced - to - unbalanced transformer,
The i-f amplifier will generally have about 100
db gain. The output of the diode second detector
is amplified in an audio amplifier which is tuned
tc the modulation frequency, usually 30 cps. The
output of the tuned audio amplifier is then
demodulated in a phase detector or synchronous
demodulator. The synchronizing or reference vol-
tage is supplied by the a-c generator driven by
the synchronous motor which drives the reference
wheel,

The d-c output of the demodulator is in-
tegrated in a low pass filter and recorded., This
output is proportional to the difference in tem-
perature between the antenna and modulator wheel,
The bandwidth of the detector may be made as small
as desired -- effectively narrowing the band
about the exact modulation frequency. This re-
sults in a very sensitive receiver, Receivers
of this type have been built which are able to
detect an antenna temperature change of 0.1 de-
grees centigrade——equivalent to an input power
change of 2 x 10717 yatts and a signal-to-noise

ratio at the second detector of one part in 25,000,

The Dicke-type radiometer is calibrated by
terminating the antenna in a matched load, the
temperature of which is known. The temperature
of the modulator wheel of course must also be
known.

Comparison of haciometer Types

In table L a comparison of the three types
of radiometers is mzde with some of the advan-
tages, disadvantages and major uses of each list-
ed, The d-c type of radiometer since it has no
modulating frequency may hzve as large a detector
bandwidth as the bandwidth of the output record-
ing device. As such it is useful in studying the
fine grain structure of the radiation from vari-
ous sources in the VHF and UHF repions. However,
the fact that its gain and noise figure must not
vary as much as 0.1% during the measurement
period is a definite disadvantage.

The servoed noise source type of rzdiometer
was conceived to eliminate the effects of receiver
pain variation and non-linearity and to simplify
calibrating the receiver in terms of antenna tem-
perature. Doing this requires a stable noise source,
the output of which may be czlibrated and continu-
ously varied over a wide range. Switching from
the antenna to the noise source also causes un-
desirable transients in the output for microwave
receivers. Since the effective temperature of the
noise source cznnot go below its actual temperature
if it is matched the servoed noise source type of
radiometer may not be used for measuring very low
temperatures,

The Dicke-type radiometer is the simplest in
that it requires no extreme gain or noise figure
stabilization, no r-f switching and no high temper-
ature noise source. In general it is the most sen-
sitive and versatile type. It's main disadvantare
is that it requires a modulator wheel which is well
matched for all pmsitions, making the wheel's size
become large for' the longer wavelengths. The Dicke-
type has found by far the greatest use in the
microwave region and is the type which we have
built at Collins Radio Company.

Use of Ferrite waveguide Componeats

The extreme sensitivity of the radiometer
requires the consideration of some factors not
normslly considered in receiver design., Local
oscillator and crystal noise in the image and sig-
nal bands can cause an output in the radiometer if
coupled into the antenna line and then reflected
back into the receiver input. The power level may
be 10~ watts or léss but this can cause an out-
put proportional to 50 degrees antenna temperature,
This residual output will vary with frequency and
is generally the limiting factor in the accuracy of
measurement when the Dicke radiometer is used to
measure small temperature changes or low absolute
temperatures. This effect may be eliminated if no
povwer from the r-f mixer is coupled into the an-
tenna line and permitted to be reflected back into
the input--appearing as signal.




The introduction of the use of ferrites in
waveguide and the atilization of the Faraday ro-
tations obtainable has resulted in the development
of components most suitable for use in microwave
radiometers. In Figure 5 is shown a cylindrical
waveguide containing an axially mounted ferrite
rod surrounced by a solenoid. When a current is
passed through the solenoid, the resulting magne-
tic field in the ferrite czuses the polarization
of the wave in the cylinaricel guide to be rota-
ted. The wave will be rotated in the same direc-
tion for both directions of transmission. This
non-reciprocal characteristic allows several in-
teresting waveguide components to be built., One
of these is a unidirectional transmission line.
The uniline is made up of a section of cylindri-
cal guide containing a ferrite rod and an axial
magnetic field such that the polarization rota-
tion is LS deprees. The input and output guides
are rotated L5 degrees with respect to each other,
For one direction of transmission the polariza-
tion rotation through the ferrite is such that
the emerging wave is of the same polarization as
the output rectangular guide so that negligible
loss is encountered. Fcr the other direction
of proparation the LS degree rotation produced
by the ferrite causes the polarization of the
emerging wave to be 90° from that of the output
waveguide so that little transmission is possible
in this direction. (A resistive wafer is
pmﬂﬂhimu&dwaMMbmemamofme
wrong polarization). Hence, a unidirectional
trensmission line may be built with about 0.2
db loss in the forward direction and 20 to 30 db
loss in the backward direction.

Placing a unidirectional transmission line
between the r-f mixer and moculator wheel so that
power may flow only towards the mixer has been
found by Mr. C. H. Mayer of NRL to reduce by 90%
the residual output of an X-band Dicke radiometer.
The addition of this uniline thus permitted the
raciometer to be capable of measuring absolute
temperatures with an accuracy of a few degrees
centigrade.

Another ferrite component of interest is the
microwave gyrator shown in Figure S. In this
component the mzgnetic field is aajusted to
yield a 90 depree polarization rotation through
the ferrite. For one direction of transmission
this rotation adds to the 90° rotation in the
wavepuide twist and in the other direction the
two subtract. Thus, the gyrator may be con-
sidered to have 180 degrees phase shift for one
direction of transmission and zero for the other
direction. Reversing the current flow through
the solenoid reverses the phzse shift relation-
ship. This property allows the gyrator to be used
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to effect a unique waveguide switch which may be
used to replace the modulator wheel in a Dicke
rzdiometer and to prevent amy power emerging
from the r-f mixer antenna line from being modu-
1sted and reflected back into the mixer input.
The switch is called a microwave circulator and
is shown in figure 6. The gyrator is placed in
a line connecting two colinear arms of the two
hybrid junctions and the other two colinear arms
are joined by a line of length equal to that of
the line containing the gyrator for one direc-
tion of current flow through the gyrator solenoid.

Inspection of the circulator reveals that for
one direction of current flow through the sole-
noid energy from the antenna is coupled into the
receiver input line and for the other direction

of current flow the reference load is connected
to the input., For both directions of solenoid

current flow power emerging from the receiver in-
put when partially reflected by the antenna or ref-
erence load ends up being dissipated in the matched
lozd -- thus reducing greatly any residual receiver
output. Mr. Mayer of NRL has found that use of

a circulator at X-band reduces the residual re-
ceiver output to 2% of that mezsured for a Dicke
raciometer using a modulator wheel. This makes the
radiometer excellent for measuring small absolute
temperatures accurately. Also the reference tem-
perature is the temperature of a waveguide load,
not an absorbing wheel, and may be more easily sta-
bilized or varied for receiver calibration purposes.

At Collins Radio Company we have been engaged
in the development of microwave gyrators at the
wavelengths of 1.9 cm and 8.7 mm. Since no work
at these wavelengths has been previously reported
our results to date may be of interest. In
Figure 7 is shown the rotation vs. magnetic field

for cne ferrite rod sample mounted in circular
puide at a wavelength of 8.7 mm. Ak field of L3

cersteds (20 ma. current through the solenoid)
produced a rotation of 90 degrees. The VSWR
looking into the section remained below 1.05 for
all magnetic fields up to 300 oersted and the loss
was only 0.3 db. This compares favorably with
results obtained at longer wavelengths., We have
obtained similar results at 1,91 cm -- indicating
that ferrite components are effective at both
these wavelengths,

The inceptinn of the uniline and microwave
circulator have added considerably to the quality
of measurement which can be made with a radio-
meter. Use of a uniline in a Dicke radiometer
between the modulator and r-f mixer or use of a
circulator to replace the modulator wheel in a
Dicke radiometer makes this type more conclusive-
ly the most sensitive, most easily operated and
most versatile of all radiometer types.
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GUIDFD MISSILF RANGE INSTRUMENTATION
A NFW ELECTRONIC ART

M. S. Friedland
Alr Force Missile Test Center
Patrick Air Force Base, Florida

INTRODUCT ION

Guided missile warfare is not a new concept
for the Germans were developing, experimentally,
air and surface launched missiles long before
World War II. However, the full import of the
guided missile as tactical weapon was brought
forth in the latter phase of the last World wWar
with the familiar "Buzz-bomb" attacks.

Allied intelligence revealed that in 1943
the congealed efforts of German engineers were
consolidated into 12 weapons to be carried
through to immediate development for operational
use, Further, the dissemination of technical
information in the post-war period revealed that
the progress at Peenemunda had reached menacing
proportiona. With a short extension of time, the
Germans could have produced a surface to surface
missile which may have made the V-2 appear as a
crude experiment and the ocutcome of that wur
might then have had an entirely different aspect,

The potentialities, then, of these weapons
immediately became covparent. A profound study
of the problem revealed one very obvious fact:
if the United States is to keep abreast of the
world in military strength and weapons it must
combine its resources into the develooment of
long range guided missiles. It must elso pro-
vide the facilities to accommodate testing many
long renge vilot-less weapons.

Consequently, the first session of the Rlst
Congress eracted a law for the establishment of
such & test facility; Public law 60 which author-
ized the Secretary of the Air Force to establish
e "Joint Long Rance Proving Ground for Guided
Missiles end Other Weapons". The Chief of Staff,
USAF, in Air Force Regulation 20-65 defined the
mission of the Renge as follows:

"The Long Range Proving Ground Division

will establish, operate, and maintain

a long range designed for the purpose

of meeting the requirements for pre-

flight and flight testing in connec-

tion with component and vehicle devel-

opmert, overational evaluation, and

training in weapons systems which

require such a range »

A search of the United States for a suit-
able geographic location for the Long Ranee
Missile Range led, finally, to the selection of
the present one. It was the unanimous opinion
of a joint committee that no other site, with its
launching area within the continental limits of
the U. S., could be better suited to the purpose
of the Long Range Proving Ground. From this site
on the eastern coast of Florida, the flight line
would be directed in a southeasterly direction to
Puerto Rico permitting installation of land base-
ed range instrumentation sites in the Bahama
Islands. Secondly, the equitable climate permits
year round operation. The area is also relative-
ly uninhabited and, finally, the decommissioned
Banana River Naval Air Station cruld be reacti-
vated, accommodating the Lone Ranse Proving
Ground Division.

In 1948 the Navy transferred to the Air
Force the Naval Air Station at Banana River. and
the initial phase of the development of the range
began, The Commandine General, LRPGD, was
directed responsibility for initiating action to
secure foreign agreements for rights and access
to land and/or waters under foreipn jurisdiction
required bv the IRPGD and activate the range,

The scope of the tests anticipated, operational
considerations, and limitations of the electronic
art led to the division of the present range into
nine operating Range Stations located in order

at Cape Canaveral, Jupiter Inlet, Grand Bahama
Island, Fleuthera Island, San Salvador, Mayaguana
Island, Dominican Revublic, and Puerto Rico as
shown in Figure 1. The mission of the Long

Range Proving Ground established the task of
develonment, modific~tion and installation of
electronic, optic, and comrunicatton equipment

8C as to fit out these stations and provide an
integrated Guided Missile Range instrumentation
system,.

RANGE INSTRUMENTATION:

Range instrumentation is defined as that
equipment which is necessary to measure and
evaluate the performance characteristics of
guided missiles. Broadly speaking, the com-
vosite instrumentation to be used throughout
the rangze is comprised of trajectory equivment,




telemetering equipment, data processing equin-
ment, and the requisite supporting facilities,

Two basic complementary methods of measur-
ing missile performance are available at present,
The first depends on external observation of
missile trajectory which can be determined
either from electronic or optical measurements.
The second method depends on measurements of
jnternal missile characteristics, which are
remotely recorded by radio telemetering those
characteristics as required by a missile develop-
ing agency. The basic systems just described
must be augmented by 2ll necessary supporting
facilities such as communications, data relay-
ing, range safety, and range clearance,

EXTERNAL INSTRUMENTATION:

External instrumentation is composed of all
equipment which is used to determine missile
space trajectory. The equipments in use on the
range determine the space position, velocity,
acceleration, and attitude of the missile with
varying degrees of precision, Under the present
program rough trajectory information is obtained
from the range chain radar system for use in
real time, and precise trajectory data is obtain-
ed from optical and electronic base-line systems
as well as single station precision radars. The
collection of acceleration data is usually re-
atricted to telemetering jnstrumentation and
external optical determinations during the laun-
ching phase.

R0UGH ELECTRONIC TRAJECTORY SYSTEM:

Study of the criteria of missile trajectory
instrumentation resulted in the selection of an
S band auto-tracking chain radar system for
rough electronic measurements and range safety.
The principle comnonents of the chain consist
of an analog computer, electronic plotting
boards, recorders, and data transmission equip-
ment in addition to the basic radars, Figures
2, 3, and & illustrate typical installations of
these components,.

The principle of the chain radar system
depends on the radars being located at strategic
points along or near the flight line to provide
automatic tracking. Test missiles eouipped with
redar beacons respond to the signals of each
radar station within its range. The missile
position data is then transmitted to the next
station for acquisition and tracking as the
missile progresses along the range, and to
Central Control at Cave Canaveral. Space
position information of the missile is anto-
matically plotted at each station for
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information and judgment of the interested
agencies., Aberrations in flizht path are read-
ily observed, and action i{s taken accordingly.

PRECISION ELECTRONIC TRAJECTORY SYSTEM:

The accurate analysis of missile perform-
ance as required by missile contractors led to
the investigation of all presently known elec-
tronic space position systems, These systems
can be divided into two general categories:

(1) Single station systems whose
operation requires measure-
ment of range and angles.

(2) Triangulation Systems whose

operation depends upon measure-
ments of ranges from fixed
points on long base lines.

¥rrors resulting from radio-propagation
variations affect the accuracies of measurement
of low angles in the single station systems and,
consequently, these will be augmented by 2
series of base-line triangulation systems,

Currently under test is a three dimensional
Raydist system to orovide base-line measurements
for the interim period. A signal from a CW
transmitter in the missile is received together
with a second signal from a ground based re-
ference transmitter at four statinns on the
ground, The signals are locally phase comvared,
and the phase difference signals are relayed to
the Master Station at or near one of the re-
ceivirg sites. At the Master Station selected
pairs of theee signals are arain phase compared

.and the resultant Signale are a measure of the

location of the transmitter with respect to
three given base-lines. The accuracy of the
system dezenerates as the missile distance from
the base-line increases, In addition, a pre-
cision radar and a direction finder system
takine bearings on the telemetering signal are
under development to meet the precision recuire-
ments,

PRECISION OPTICAL TRAJECTORY MFEASUREMENTS

Optical instrumentation is used to vprovide
missile trajectory, attitude and time and motion
study data at the launching area and impact
areas, In the launching area, & grouv of photo-
thendolites, in conjunction with lone focal
length tracking telescoves are used for vosition
and attitude determination. 1In addition, pre-
~ise trejectory and pitch information of the
initial portion of trajectory is recorded using
a series of acceleration cameras. Augmenting



this, Fastex 16mm and 35mm cameras as well as
high speed Mitchell Chronographs all modified for
electronic control and timing are positioned as
required for time and motion studies, Figure 5
is an {llustration of a typical photo-theodolite
system, Figure 6 shows a tracking telescope,
Figure 7 illustrates an acceleration camera with
its associated equipment,

Impact area position and attitude infor-
mation is likewise derived from photo-theodolites
and tracking telescoves., Target acquisition
information for the optical instruments is pro-
vided by the range radar chain. Data trans-
mission equipments similar to those provided in
the chain radar system are used to relay acqui-
sition information to electronic parallax com-
pPuters assoclated with each optical site,

INTERNAL INSTRUMENTATION:

Internal instrumentation includes techniques
and facilities which are used for measuring the
performance of components of the missile. Radio
telemetering techniques provide the principal
methods for remotely measuring ‘these quantities:
however, supplementary missile performance data
may also be obtained from internal recoverable
recording devices,

Telemetering systems as presently envisioned
can be divided into three general categories;
Pi/IM systems, Pulse Width Modulation aystems,
and Pulse Code Modulation systems, Standardized
M/M and Pulse Width Telemetering equipment
has been selected for use on this range., Pulse
Code systems are being investigated for future
requirements,

The purpose of this telemetering system is
to record at a group of ground receiving stations
the information originating from end instruments
in the missiles while in flight. With the stand-
ard ™M/F system, telemetered data is received
and presented as a voltage or current output
with an accuracy of about 1% of full scale,
Figure 8 shows a typical telemetering receiving
antenna system and Fipure 9 is of a ™M/ ground
station,.

To simplify the collection, tranemission,
and processing of telemetered data throughout
tbe range, data is collected from down range
stations on magnetic tape or transmitted to Cavpe
Canaveral via the Submarine Cable System,
Several discriminator racks, capable of senera-
ting sixteen telemetering sub-carrier channels
and decomutation of these as required, are
available at Cape Cenaveral for real time and
post flight processing of all telemetered data,
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Prior to the full operation of the submarine
cable similar such racks, including the associet-
ed recnording aquipment are used at each down
range station for real time requirements and
permanent records,

DATA REDUCTION AND ANALYSIS:

All vertinent external and internal missile
performence data which is collected durine a
missile firing is so processed as to vermit a
detajled evaluation of the missile performence
with respect to time of flight. The range
instrumentation system records, raw data on
motion film, fixed photographic vletes, meenetic
tave, etc must be edited, calibrated, correlated
and processed before it can be assembled in
report form as tables and curves to describe a
missile flight., This orocessing is verformed at
Patrick AFB,

.

Tracking telescove information is analy»ed
by simple analog techniques, wheras vroregsing
of the other missile trajectory datas must be
verformed by a larege scale electronic digitel
computer develoved at the center. Since most
raw trajectory data is not suitable for direct
introduction into the computer, a data prervara-
tion phase is required before final comoutation,
Precision radar end base-line trianguletion data,
as well as rough trajectory radar data, can be
fed with simple coding to the computer, However,
the photozraphic records from precisinn optical
instruments and the interim Raydist system musat
be menually edited and read before being process-
ed. Since internal performance data can seldom
be recovered with an overall accuracy of better
than 1%, processing of such data 1is accomplished
without appreciable deterioration by means of
analog linearizers, Therefore, telemetered
internal performance data will seldom be process-
ed by the digital computer, but may be digitized
to permit tabulation when required. Figure 10
is an illustration of the large scale dipital
computer developed at the center and known as
F1AC, -

SUPPORTING FACILITIES:

It 18 obvious that in addition to the basic
measurement and data reduction systems which
have been described, certain supporting facili-
ties are required in order to properly integrate
the operations of the range,

RANGE_CLEARANCE:
Range Clearence is the Center's responsi-

bility for surveillance of the range and clear-
ance of surface vessels and aircraft to reduce




to an acceptable probability the danger result-
ing from a missile test. Aircraft and shipping
pust be cleared from the range prior to missile
launching to permit unrestricted use of the
proposed flight path, A system of surveillance
radar networks 80 situated as to cover the entire
renge supplies information to investigator air-
craft and to ships for direction of range clear-
ance operations., To enable the range clearance
operations to be conducted over desired portions
of the range, Range Clearance Centers are estab-
1ished at fape Canaversl and at all major down
renge stations, Range Clearance Centers contain
radar and communications facilities necessery

to receive, display, and disseminate information
concerning present and predicted range conditions
and for the tactical control of aircraft and
surfece veasels assisting in the range clearance
overations.

Range surveillance is divided into two
categories: &n airborne radar system for sur-
face coverage, and a surface based radars for
air surveillance,

The airborne system employs radar units in
multi-engined ajrcraft stationed over the major
shipping lanes throughout the range with associ-
ated repeater stations located on appropriate
range stations, The primary radar information
ig coded into pulse form before relaying to the
ground inatallation. Data received at each
ground station is plotted menually on a surface
plot covering that particular station's area of
responsibility. When possible, information on
the plot will indicate the type of vessel,
course, speed, and time, Secondary information
for the plot may also be obtained from investi-
gator aircraft and crash boats,

The ground based air surveillenceeradars
provide a display of the area surrounding each
Range Clearance Center. Contact reports are
made directly from the main radar consoles, and
plotted on & vertical plotting board, thus
maintaining a current status plot of all air-
craft in the danger area,

In addition to the above mentioned overa-
tions, which are common to all Range Clearance
Centers, the Cave Canaveral Center maintains
a plot of the entire range used for the flight
test., Information for plotting on this board
is received from all stations via radio or
submarine cable, Figure 11 shows & typical
Range Clearance Center,

From the information gathered by the radar
network and disolayed on the various plotting
boerds, tne Range Clearance Staff determines
the position of all questiorable traffic and
dispatches the Investigator aircraft and vessels

.
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as necessary to clear the range. The investi-
gator aircraft and vessels serve as messengers

to pass warning information to traffic within

the danger area by means of various communication
equipments, Permanent records of all operations
are made at each clearance center by name of
magnetic voice recording and photographic tech-
niques,

FLIGHT SAFETY:

The range flight safety system is based
upon an analyeis of the missile trajectory
plotted in real time. For this purpose the real
time trajectory is determined from the range
radar system, as previously described umder
"Rough Flectronic Tra jectory System.” The
charts which the trajectory plot is presented
include destrnct lines and danger areas, This
data enables the Flight Safety Officer to make
a decision as to a safe or unsafe flight and
whether or not to destroy the missile.

The destructor system consists of a speci-
ally developed radio control transmitter, and
a receiver in the missile. The equipment uses
a tone modulation to provide twenty channels
of on-off control on one RF carrier, Both
command guidance and destruct functions are
accomplished by “this radio equipment, Destruct
functions utilize four of the channels, while
the remainder are available to the using agency
for guidance purposes,

For destruct purposes, the four channels
are used to actuate relays in the receiver
so connected as to cut off the fuel supply or
fire explosive squibs to destroy the missile
when commanded from the ground, A modified
nfail-safe" method of missile destruction with
command override is employed by the range. By
this method carrier signals from the destruct
transmitter are interlocked with the radar
beacon siznals to provide automatic destruction
when neither the radar nor the destruct trans-
mitter signals are received at the missile,

Two destruct transmitters, one a standby,
are located at Cape Canaveral, and at each
major down range station.

TIMING SYSTEM:

The range timing system supplies an
accurate time reference for all measurements
made throughout the missile range as well as
the basic control rate for all automatic firing
equioments, The gpace-position information
obtained from the optical and electronic track-
ing systems is thus correlated in time, making
it possible to compute space-position accelera-
tion, and veloeity at any desired instant.



The timing system as developed for the
range is designed to orovide starting time,
elapsed time, and synchronizing pulses to all
instrumentation located in the launching area,
At down range stations and at all designated
impact areas. The Cape Canaveral time-standard
equipment is located at central control and
generates all timing and control signals for
local use, together with a binary~coded identi-
fication of each time interval. all timing and
control signals, in the Canaveral erea, are
distributed by underground cable where this
method of transmission is feasible. The out-
lying theodolite stations receive their timing
and synchronizing signels via an FM Radio Link.

Coded tone bursts including identification
at the rate of one per second generated by the
time~standard and transmitted to all down range
stations via a 3kc submarine cable channel for
synchronization purposes. Due to transmission
time delays between Cape Canaveral and the down
range stations, it is necessary to advance the
cable tone bursts a sufficient amount to permit
the installation of variable time-delay equip-
ment at each down range station, As an interim
measure until the submarine cable is completely
operational, a HF radio link is being used.

Secondary timing generators are installed
at each down range station, and are synchronized
with the timing standerd by the signals from the
submarine cable. Outputs of these secondary
timing generators plus binary coded time identi-
fications are distributed to the various instru-
mentation sites in edch area either by wire or
VHF radio circuits.

The time base generators are each comprised
of a stable crystal oscillator, a number of
electronic divider circuits, pulse shaping
circuits, cathode followers, and d-c amplifiers-
- all rack mounted as a single assembly. The
down range time base generators differ from the
main base generator only in complexity. Figure
12 illustrates a timing generator for a down
range station. Inasmuch as coded time indica-
tions are transmitted down range from Cape
Canaveral, coding equipment is not required down
range except at impact areas where Photo-theodo-
lites are to be used since the rate must be
converted from the code pulses being transmitted
down the cable to a new rate suitable for this
application.

Timing for Ribbon Frame Cameras require
1000, 100 and 1 per second pulses with time
identification for each second. Bowen CZR-1
cameras will require an additional 50 ke timing
signal which will be generated by terminal
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equipment at the camera site,

Timing for the range radar recorders re-
quires one-per-second pulses beginning at Refer-
ence time.

Timing for photo-theodolites requires con-
trol signals at the rate of &, 2, or 1 per second
with binary code identification of each second,
Equipment is installed at each theodolite to
provide a variable time ad justment between
shutter actuation and flashlamps to illuminate
the data scales so that the flashlamp may be
operated at full shutter opening.

Timing siegnals for the telemetering records
is required at the rate of one-per-second with
binary code identification. An PM modulator unit
is furnished to convert this d-¢ information into
an M signal at 40 kc for insertion into the
magnetic tape records.

In the launching of a missile, properly tied
sequencing operations are necessary to fire the
missile, to provide reference time indexing, and
to actuate the necessary range instrumentation
equipment. Since the missile ia the prime
responsibility of the testing agency, the sequen-
cing equipment for firing the missile will be
furnished by that agency. However, instrumen-
tation eguipment is the responsibility of the
range, and for this reason the sequencing equip-
ment which provides reference time indexing,
time of first motion, and actuation of the
instrumentation equipment must be furnished by
AMTC.

Synchronization of the testing egency's
automatic sequencer with the base automatic
sequencer is mandatory to permit the base seque-
ncer to furnish necessary negative time signals.
This synchronization will be accomnlished at the
time at which the cuntractor initiates his
Sequence by delaying his initiating pulse until
the next second mark is received from the timing
system,

Provision is made to determine first motion
of the missile, Insofar as firine is concerned,
AFMTC must necessarily have control of the firing
circuit prior to launchine. To this end, the
Test Control and launching Area Officers are
provided with certain sefety controls as follows.

The launching Area Officer and the Test
Control Officer each has at his disposal switches
which are located in series with the main firing
lines to prevent missile firing in case an unsafe




condition arises in their area of responsibility.
The Test Control Officere console is shown in
Figure 13. In addition, safety plupe are insert-
ed in all firing lines, both at the launching
pad and in the blockhouse, by the person in
charge when the area is clear., However, before
insertion of the safety plugs, voltmeters are
available to be used to check the firing lines
at both plug stations, and a contimity meter
will be used by the Launching Officer to permit
a lest minute check of all firing lines and
ignitors,

Two blockhouses have been constructed to
date for general use at Cape Canaveral., One
firing system is installed in each blockhouse,
and will be used with miesiles on either of two
launching peds essociated with each blockhouse.
Six firing lines from each blockhouse to its two
subsidiary launching pads (24 lines) are provided
for the necessary control. All switching of
controls, indicators, and communication lines is
accomplished in the communication distribution
station.

COMMUNICATIONS:

The range communication system is designed
to provide complete facilities for the accurate
and expeditious interchenge of all information
pneeded on the missile range. Land linee, sub-
merine cable, and radio circuits ere combined
into an integrated system interconnected through
switchboerds and patching penels to provide the
required flexibility. In eddition to carrying
voice and telegreph traffic, the communication
system provides for such functions as the remote
control of equipment, overation of alarm systems,
distribution of timing signals, and dissemination
of data. The system may be divided into two
broad categories: administrative and technical,

The edministrative portion of the system
provides the telephone and telegraph service
which is required to conduct the day-~to-day
bue iness of the range. It may be considered as
the basic system, supp lementary to, but separate
from, the more complex system required during
missile test operations.

The technical portion of the system provides
the additional and exacting communications
service required just prior to and during e
missile operation. Since much date must be
gathered and simultaneously distributed during
this period, networks are formed and assigned
for the exclusive use of the several operational
groups., For examvle, the groups concerned with
Range Clearance end Safety required networks
capable of providing instant communicsation

between personnel located on land stations, air-
craft, and on ships. Groups primarily concerned
with measuring and recording flight test date
require additional service such as timing
signals, control circuits, and date distribution
facilities,

The contemplated overational system mast
adequetely render the above services and also
provide the requisite system flexibility. It
has been within reasoneble limits by Jjudicious
sharing of channels. The principal components
are:

(1) A 600 line autometic dial tele-
phone system for administrative
purposes at the launching area,

(2) A mameal patch penel capable of
inter-connecting 150 additiomal
circuits for operational use.

(3) A submarine cable system connect-
ing the down range stations provid-
ing:

a. One voice order wire circuit
providing two way communications
for meintenance and servicing
purposes.

b, Twelve standerd voice chennels
in the down renge direction.

c. M™welve standard voice channels
in the up range direction.

d. Up to six additional voice
chennels in the up range
direction egquivalent to the
twelve standerd up range
channels except for lower
signal to noise ratio.

e, Means to block out up to nine
of the standard voice channels
in either direction for trans-
mitting wide band telemetering
information,

f. Means for injecting up to
eighteen duplex telegraph
chennels on any one of two
pair of the stendard voice
channels,

(4) A radio network consisting of from
twenty to thirty circuits at the
launching erea and at each down
range station to provide



communication service to all remote
and field stations.

In order to provide an adequate communica-
tion network prior to instellation of the sub-

marine cable, an interim system has been devised,

Of necessity, the service provided is somewhat
limited in extent. Provision is made to trans-
mit point to point traffic via voice and radio
teletype and broadcast timing signels for recep-
tion at down range stations., The interim equip-
ment will be used to continually extend the
range prior to the installation of the subdb-
marine cable, The same equipment will also be
used in the permanent range where radio communi-
cation ies required,

INSTRUMENTATION MONITORING SYSTEM:

To maintein control of the instrumentation
in a range as extensive as the Florida Miseile
Test Range, eome means of monitoring the operat-
ional status of the equipment must be included.
The monitoring system provides information
desired to the officers concerned,

This system consists of the trensmitting
and receiving panels containing the necessary
switches end indicating lamps to convey the
desired information, In general, all consoles
in this group are composed of a standard steel
executive desk, wmodified as required, fitted
with a "turret" containing necessary lights,
switches, communication equipment, etc., as
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required for the position concerned. Turrets
consist of a housing and a front panel divided
into three sections, each section composed of a
standard relay rack on which is mounted the
various items of equipment (telephone key boxes,
radio panels, and blank panels for future use).
A1l consoles are fitted with tumbler type
electric clock showing remeining time rather
than the normal elapsed time, In general all
consoles will vary in the information displeyed,
depending on the particular staff locatidn. A
typical down range station layout is shown in
Figure 14. However, all staff positions will
assimilate all of the informations and present
the Test Control Officer with the overall
readiness of the range.

CONCLUSION:

The evolution of the instrumentation
system as described has been carried forward
over the past several years until it is now
a well integrated complex of electronic and
electro-optical equipments designed to provide
Proper instrumentation coverage for the Florida
Missile Test Range, as illustrated by a view of
the central control room at Cape Canaveral in
Figure 15 and an exterior of the Building in
Figure 16, In many instances this has resulted

in advancing the State of the art, or in fact
the establishment of a new one;
Range Instrumentation,

Guided Missile
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INTERPRETATION OF SEQUENTIAL SAMPLES FROM COMMUTATED DATA

Lawrence L. Rauch
University of Michigan
Ann Arbor, Michigan

The material in this paper will appear as
part of Chapter 9 of the book Radio Telemetry, -
prepared for the U. S. Air Force by M. H. Nichols
and the author, which is intended for publication
in the near future. Therefore, only a summary is
presented here.

Summary

Most multiplexing methods used in radio tele-
metry are linear and come under one of the two
categories of frequency division or time division.
Frequency division methods make use of time-invar-
lant filters; and if the frequency spectrum band-
width of the data signal is larger than that for
which a system is designed, the resulting error is
usually one of omission where the higher frequency
components of the data signal are simply lost, with
some phase error introduced in the remaining com-
ponents,

On the other hand, time-division methods make
use of time-variant filters; and if the frequency-

spectrum bandwidth of the data signal is not
limited either by its nature or artificially by a
low-pass filter, the resulting data samples pro-
vide ambiguous information. When an interpolation
method is applied to the data samples, the result-
ing error is, in general, one of commission as
well as omission. Frequency components are intro-
duced which were never present in the data signal.
This situation exists in many telemetering appli-
cations where it is not practical to limit the
bandwidth of the data signal and where the sampling
rate is limited.

The nature of the errors resulting from the
ambiguity are illustrated and considered in re-
lation to interpolation methods. Analog (non-
digital) techniques which can be applied at the
telemetering decommutator or during data reduction
to accomplish exact or approximate interpolation
are illustrated. The delay and rms error between
the data signal and the interpolation signal are
calculated for several representative cases in the
absence of ambiguity.




COMPARISON OF REQUIRED RADIO FREQUENCY POWER
IN DIFFERENT METHODS OF MULTIPLEXING AND MODULATION

By

M. H. Nichols

University of Michigan
Ann Arbor, Michigan

1. Introduction

The purpose of this paper is to present
expressions for the ultimate performance of
various methods of modulation and multiplexing as
related to radio telemetry. Although certain of
these methods may appear to be impractical with
current technology, a knowledge of their ultimate
performance will serve as a guide for future de-
velopments made possible by technological ad-
vances. Throughout, certain idealized assumptions
will be made. However, the results can be modi-
~ied to take into account departure from these
assumptions in any particular case. Tables will
be presented which will make possible the compari-

son of the various methods under threshold condi-

tions.

2. Nomenclature

AM -ampljitude modulation.

api —unmodulated rms amplitude of ith sub-carrier
(measured at the video output of the radio
receiver).

o} -a positive number used in connection with

PAM whose reciprocal, l/a, gives the frac-
tion of the permissible time that an indi-
vidual channel is switched onj (1-1/a) used
to denote guard space in PDM and PPM.

8 _measure of required bandwidth for FM or PM
carrier in units of fp.

g1 =measure of required bandwidth (in video) for
{th FM subcarrier in units of fai-

D —deviation ratio of a frequency-modulated
radio link.

Dy =deviation ratio of jth FM sub-carrier.

E -information efficiency of modulation multi-

plex method.

F —number of samples per second per channel of
a time division multiplex.
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PCM
PAM
PM

PPM

PDM

4D

—information frequency in an individual chan-
nel of a multiplex.

=video pass band of a radio link.
—maximum frequency deviation of a frequency-
modulated (or phase-modulated) radio car-

rier.

—maximum frequency deviation of the highest
frequency sub-carrier.

-maximum frequency deviation of ith frequency
modulated sub-carrier.

—unmodulated frequency of ith sub-carrier.

-maximum information frequency in a channel
of a multiplex.

=maximum information frequency transmitted in
ith channel.

=rms fluctuation noise per unit bandwidth in
the video output of the comparison single
channel AM link.

—a constant characteristic of the type of
modulation of the ith sub-carrier.

=modulation index of the ith sub-carrier.

=modulation index of the radio link due to
the ith sub-carrier.

—number of binary digits in a PCM system.
-pulse code modulation.

=pulse amplitude modulation.

=phuse modulation.

=pulse position modulation.

=pulse duration modulation.

=maximm phase deviation of a phase -modulated
radio carrier.



P -number of side band pairs in the video pass

band of a PAM multiplex (i.e., video band-
width in units of F).

Rl -signal-to-noise ratio after demodulation.

Rz =signal-to-noise ratio in carrier channel.

Roi =wide-band gain referred to the ith channel

of a multiplex.

S =rms amplitude of the sinusoidal video output

of the comparison single channel AM link
under condition of full modulation.

Sy =rms amplitude of carrier required for video

(

improvement threshold in PDM, PPM and PCM
and with FM sub-carriers (measured at
video output of the fully modulated com-
parison AM link).

St =improvement threshold of a frequency- or
phase-modulated radio carrier. (Measured
at the video output of the fully modulated
comparison AM link).

Sty =rms amplitude of carrier required for thresh-
old of ith FM sub-carrier (measured at
video output of the fully modulated com-
parison AM link).

%2 = minimum acceptable signal -to-fluctuation-
t noise ratio in the output of the ith
channel.
W) =bandwidth after demodulation.
W2 =bandwidth of carrier channel.
3. Wide Band Gain Expressions

Wide-band gainl expressions for individual
channel output of various types of modulation and

lThe wide-band gain is defined as the ratio of
the rms full modulation output signal-to-fluctu-
ation-noise ratio or an individual channel of the
multiplex to the rms full modulation output
signal-to-fluctuation-noise ratio of a single
channel AM comparison link. The received carrier
power (not including side band power) of the com-
parison link is the same as the average received
power (including modulation side bands) of the
multiplex receiver. Also the rms fluctuation
noise per unit bandwidth in the RF (or IF) of
each receiver is the same. The output signal in
each case is sinusoidal.

multiplexing are given in Table 3.1. The entries
in this table are taken from Nichols and Rauch(l)
with several additions and corrections. 1In the |
frequency-division systems the wide band gain Ryy

of the ith output channel is given by

Kig Mpg Mpy

J2

The three quantities Kiy, Mjqy and My4 are given in
Table 3.1. The Jé appears in the denominator be-
cause both side bands of each sub-carrier appear
in the video of the radio receiver. Also, carrier
thresholds are given. 1In the frequency-division
systems, there are two threshold conditions: one

Roi (3.1)

is the rms carrier signal strength, St, required
for carrier threshold, and the other is the rms
carrier signal strength, Sti, required for sub-
carrier threshold assuming the carrier is above
threshold. In the time-division (pulse) systems
there are also two thresholds: one is the rms
signal strength, St, required for carrier thresh-
old and the other is the rms carrier strength, S,

TABLE 3.1

WIDE-BAND GAIN AND THRESHOLD EXPRESSIONS FOR
VARIOUS TYPES OF MODULATION AND MULTIPLEXING
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TABLE 3.1
(Continued)
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» Assume trat the carrier threshold 5S¢ is greater
than the video threshold Sy.

= This is an approximate expression which holds to
better than 7% 1if am 3 20 and r/am 2 5/b. See
reference 1.

+ This is an approximate expression which holds to
better than 104 if om » 20 and rfom » 1. See
reference 1.

4 Assumes that there 18 an esgsentially noise free
time reference for each channel.

O The rms signel-to-rms-coding-noise ratio is
given by 1.22-2°. In these systems, the output
channel signel-to-noise ratio is independent of
fluctuation nolse as long as the received signal
is above threshold.

-

required for video slicing at half-pulse height in
the pulse time sys*tems, assuming the carrier 18

strength.

above threshold. The rms carrier signal strength
and the rms fluctuation noise per unit bandwidth
in the carrier channel (RF or IF) are expressed in
terms of the output of the comparison link where

S 1s the rms full modulation sinusoidal output
amplitude and kp is the rms noise per unit band-
width in the output. Thus kp = ~2 k) where kj
ig the rms noise per unit bandwidth in the carrier
channel of both links. All of the symbols are de-
fined in the Nomenclature list in Section 2.

The output signal-to-noise ratio of an
individual channel can be obtained by multiplying
the wide-band gain by the ratio s/kp J}m wvhere fp
15 the output bandwidth, i.e., fp 18 the maximum
information frequency.

5. Carrier Power Required for Minimum Acceptable
Individual Channel Qutput Signal-Eg-Fluctua-
tion-Noise Ratlo

In many telemetering applications it is
possible to decide on a minimum acceptable indi-
vidual channel output signal-to-noise ratio
(S/N)y¢- It is then possible to adjust thresh-
olds by proper choice of bandwidth so that they
occur at a carrier~strength which produces the
required (S/N)1t° In the frequency division sys-
tems it is possible to adjust the carrier frequengy
deviation (in FM or PM) and the sub-carrier ampli-
tudes and frequency deviations (in FM sub-carriers)
so that the minimum acceptable (S/N)y¢ for all
channels occurs at the carrier theshold signal
In the time-division systems it 1is
possible to adjust the carrier frequency deviation
and the video bandwidth so that carrier and video
thresholds occur for the same carrier signal
strength and at which (S/N)i¢ occurs. Table 4.1
gives the minimum rms carrier voltage to rms noise
per unit bandwidth ratio (in terms of S/k2 in the
comparison AM link), required to produce the mini-
mum acceptable individual channel output (s/N)1¢-

5. Comparison of Systems

In order to compare the minimum S/kg re-
quired, consider a numerical case in which the
minimum acceptable (S/N)it is 100. For the fre-
quency~division systems, the FM sub~carrier fre-
quencies will be based on Table I of Wynn and
Ackerman{2). Ten channels will be used, namely
channels 3 through 12 in this table. These fre-
quencies together with the information bandwidth
in each channel are shown in Teble 5.1. For AM
sub-carriers, the sub-carrier frequency fj in
Table 5.1 will be scaled down by a factor of 5.
The tapers indicated in the footnote to Table L.l
are used and a 40% sub-carrier amplitude improve-
ment is used as determined from Figure b of
Nichols nnd Rauch (1
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fq1 1s proportional to fq for FM sub-carriers,
then for threshold to occur simultaneously for




The total information bandwidth of the
ten channels 1is 1085 cps. For the time-division
systems, ten channels with a bandwidth of 100 cps
each will be assumed, i.e., fp = 100. Also the
values F = 250, a = 2 for PAM and a = 1.2
for PDM and PPM will be used. Table 5.2 gives the
minimum S/k2 in each case, the carrier power rela-
tive to PPM-AM and the required RF bandwidth. In
the case of PCM a seven digit code is used for
which the rms full-modulation output signal-to-rms-
coding-noise ratio is 160.

TABLE 5.1

SUB-CARRIER CENTER FREQUENCIES
AND OUTPUT BANDWIDTHS

fi fmi
1300 20
1700 25
2300 35
3000 L5
3900 60
5400 80
7350 110
10500 160
14500 220
22000 330

6. Information Efficiency

The information efficiency E is defined by

2

2 - Wy log (1 + Ry)

(6.1)
Wy log (1 + Rg)

where W) is the total output bandwidth (1000cps in
the numerical case), Wo is the RF bandwidth, Rl
the output signal-to-noise ratio in each channel
of the multiplex (assumed to be the same for each
channel) and Rp the signal-to-noise ratio in the
RF(I). The information efficiency E 1s a measure
of the effectiveness of the exchange of bandwidth
for signal-to-noise ratio in the wide band modu-

(Continued from previous page) all sub-carriers,
the sub-carrier amplitudes must be tapered. With
an FM carrier, the sub-carrier amplitudes must be
proportional to f1” and with an AM or PM carrier
the taper is £1”. In the time-division systems
the formulae are in terms of the channel with the
largest (S/N)jy it being understood that all chan-
nels are sampled at the same rate, etc.

1This is an approximation since the sub-carrier
amplitudes in this {llustration are tapered where-
as Figure 4 of Nichols and Rauch applies to sub-
carriers of same amplitude.
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TABLE 5.2
MINIMUM S/kp FOR (8/N)yy = 100
THE CORRESPONDING RF BANDWIDTH AND POWER RELATIVE
TO PPM-AM
RF
Type _§1 Power Relative Bandwidth
k2|min  To PPM-AM In Kilocycles

PPM-AM 200 1 76
PCM-AM 370 3.4 18
PCM-FM 370 3.h 35
PCM-PM 400 4.0 b2
PAM-FM 580 8.3 85
AM-FM 600 9.0 92
FM-FM 680 11 115
AM-PM  T60 14 145
PAM-PM T80 15 150
FM-PM 800 16 160
FM-AM 820 17 50
PDM-AM 830 17 88
PDM-FM 870 19 188
PDM-PM 980 23 25
PAM-AM 3150 250 18
AM-AM 9600 < 2300 9.5

lation of the subcarriers and/or RF carrier. This
quentity is particularly interesting for the mini-
mum acceptable output signal-to-noise ratio. Tahle
6.1 gives E for the various systems at the condi-
tion of minimum acceptible output (S/N)it and also
at threshold conditions when they apply. This
table is based on Table V of Nichols and Rauch(l)
(plus some additions) end on the numerical values
in Table 5.2 for which Ry = (S/N)i¢ = 100 for
all except the PCM methods in which (8/N)yy =
160. It should be noted that for the minimum ac-
ceptable output signal-to-noise ratios stated,
PCM-AM and PPM-AM have about the same information
efficiency. But at higher minimum acceptible
(S/N)it, the PCM methods will eventually have
higher information efficiency than the analogue
types of modulation. However, in radio telemetry,
the environmental errors such as vibration, etc.,
are usually the order of a percent or more, 80
that (S/N)it values larger than several hundred

or 80 are usually not very important. Of course,
in the analogue system, the output S/N increases
linearly with increasing signal strength (when
above threshold) so that the output S/N can be
arbitrarily large. In PCM methods the output s/N
is essentially constant independent of received
signal strength when above threshold.

7. Double Multiplexing

In many radio telemetering applications, a




TABLE 6.1

INFORMATION EFFICIENCIEDR

Methed ¥ RF Bandw ity
in Kilocyelen
PUM-AM 0.21 1
PPM- AM PP o
PCM-FM 0.13 54
CM-PM 0.11 4o
PAM-AM . 080 18
FM- AM 0.0%¢ 50
PAM-FM 0.0 3
AM-FM ). Ot Yz
"IM-AM 0.03 a8
"M-FM 0.0% 12%
e N 0.02 150
AM-PM 0.028 155
M-PM 0.02 175
FIM-FM 0.022 188
DM-FM 0.0l 244

group of' relatively high frequency response chan-
nels 18 required plus a group of relutively low
frequency response channels. For technical rea-
scns, this has been accomplished by "subcommuta-

on." In frequency division multiplexing, it is
necessary to provide sufficient bandwidth in the
sub-carrier channel which is commutated to prevent
ot jectionable overlapplng of the pulses. This re-
quires a bandwidth of about 3.5 n' F' to 4 n' F°'
wrere n' 1s the number or channels in the subcom-
mutator and F' is the number of samples per second
per ‘hannel. In a time-division multiplex, the
subcommutator can be synchronized with the main
commutator so that one channel of the subcommuta-
tor 18 sampled in each cycle of the main commuta-
tor, or the subcommutator can be run without
synchronization. Without synchronization, a band-
width of 4 n' F' is required as in frequency divi-
sion. However, it takes about 10 times as much
bandwidth for the unsynchronized case as for the
synchronized. The reason for this is as follows.
Suppose that in the main commutator the low-pass
output filter cuts off at the frequency fp =
F'2.5. To keep the pulses from over-lapping, fp =
4 n' F Thus the total sampling rate n' F' of
the subcommutator is related to the sampling rate
F per channel of the main commutator by

n' F' (unsynchronized)! = F/10 .

(7.1)
But if the subcommutator 1s synchronized, then

n' F' (synchronized) = F (7.2)

Thus if F 1s held constant, the synchronized sub-
commutator can have n' F' ten times larger than

6L

In the unaynchronized, {.e., ten times mors in-

formation bandwidth., It 18 easy to see tlamt 1Y
the synchronized subcommulator uses Lhe weane rum-
ber of swmples per cycle of {nformation as the
maln commutstor, then the output H/N will be the
sume in the subcommutator s in the maln o mmuts-
tor.

As & numerical example, let n' F .
Or the frequency-division methods only FM-FM w
be considered. With a subcommutator this becimes
PAM-FM-FM. If n' F' = 100, then s sub-carricer
bandwidth of around %50 to 400 cps is required 1

keep crosstalk down. BSuppose that the o ke -
nel from Table 5.1 is used. Then by combinting

the vxpressions tor PAM and FM-FM wide -band gning,
the wide-bani gain for PAM-FM-FM can b
Then, based on Table 5.2 the output 3 N ot the
subcommutated channels can be ‘omputed under
threshold conditions with S N of the sBub-carrie
outputs equal to 100. The result 1 given 1in
Table T7.1. Also in Table /.1, the output &'N

of the subcommutated channels is alsc glvern f
time-division systems with the synchrornized an
unsynchronized subcommutators. These results are
alsc based on Table All unsynchronized sut
commutation 1s taken as FAM since thls require
the least bandwidth. All synchronized subcom-
mutation has the same type of modulation as the
main multiplex. For the PCM systems with un-
synchronized commutator, it has been assumed ths
the coding noise in the output of the main com-
mutator is "white For the unsynchronized case,
four channels of the main commutator are require
i.e., 400 cps of bandwidth are required. r th
synchronized case, n' F' = 250 is available.

’

TABLE 7.1

COMPARISON OF QUTPUT SIGNAL-TO-NOISE RATIO
DOUBLE MULTIPLEXING(SUBCOMMUTATIONf AT
AT THRESHOLD OF MAIN MULTIPLEX

System Unsynchronized Synchronized
PAM-FM-FM k4o
PAM-PAM-FM 220
PAM-PDM-FM 220
PAM-PPM-AM 220
PAM-PAM-FM 160
PDM-FDM-FM 160
PPM-PPM-AM 160
PCM-PCM-AM 260
PAM-PCM-AM 360

1 See Table 5.2
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So if 20 subcommutated channels are used, then F'=
12.5. The entries for the synchronized case are
vased on these figures.

1t should be pointed out again that in the
unsynchronized case, ten times as much btandwidth
is required for crosstalk reasons, etc.; conse-
quently the output S/N are larger than for the
synchronized case.

e

Assumptions

Throughout, the RF, IF, and video passbands
rave been assumed as having ideal sharp-cutoff
characteristics and the RF and TIF passbands have
teen assumed just wide enough to accommodate the
modulatior sidebands. Of course, in any practical
~ase, effective noise bandwidths must be substi-
+uted because of the impossibility of realizing
ideal sharp cutoff and because leeway has to be
provided for drifts in frequency of the transmitter
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and receiver oscillators, etc. The same may be
said for the sub-carrier channels in a frequency-
division multiplex. In the time-division systems,
{t has been assumed that a noise-free time refer-
ence is available for operating the receiver com-
mutator and timing circuits, etc. Allowance can
be made for noise on the time reference in any
particular case.

A lengthier aiscussion of the material pre-
sented in this paper will be found in the book
Radio Telemetry by M. H. Nichols and L. L. Rauch.
This book is being written for the U. S. Alr Force
and will be published in the near future.
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Summary

Flight tests of the first airborne
digital computer have been highly successful,
A general purpose digital computer was flight
tested in a C-47 aircraft as part of the
Digitac Airborne Control System. The computer
automatically controlled the aircraft in a
number of flights through a series of four way
points, and automatic control was smoother and
more accurate than manual control. Details of
the flight tests are reported and the demon-
strated advantages of digital computers for
airborne control applications are discussed,
These flight tests have clearly demonstrated
that airborne digital computers are practical
and add great versatility and flexibility to
an automatic control system.

Introduction

Electronic digital computers have cer-
tain unique advantages, such as accuracy,
flexibility, and versatility, which make them
ideally suited for use in many military air-
borne control systems. However, for airborne
use a digital computer must meet the addition-
al stringent requirements imposed by military
aircraft of size, weight and facilities for
cooling, beyond the requirements normally en-
countered in digital computer design. The
past few years have seen many improvements in
computer logics, circuitry, and packaging, so
that compact general purpose airborne digital
computers have now become a reality,. The
Digitac System was the first in which an elec-
tronic digital computer was employed as an in-
tegral part of an airborne automatic control
system., This paper contains a description of
the evaluation tests of the Digitac System and
reports certain unclassified results of these
tests.

Digitac, standing for Digital Tactical
Automatic Control, is a military system de-
veloped for completely automatic aircraft navi-
gation and weapons control at line-of-sight
ranges. This report of the Digitac flight
tests will cover (a) a description of the sys-
tem and the equipment developed for it, (b)
the flight test objectives and details of the
flight tests, and (c) a discussion of advan-
tages of digital computation for future air-
borne control application. The weapons con-

*The work reported in this paper was done at
the Hughes Aircraft Company, Culver City,
California.
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trol part of the system has a security classi-
fication and, hence, will not be discussed, A
detailed description of the computer used in
these flight tests is being presented in an-
other paper at this convention.

Description of System and Ejuipment

The Digitac Airborne Control System
was developed under contract with the Armament
Laboratory, Wright Aeronautical Development
Center. The objectives of the program were tc
develop a high-precision navigation system
based on hyperbolic position determination.

In a hyperbolic system two pairs of ground-
based transmitter stations are required to es-
tablish the coordinate system, Usually one of
the stations is common so that three stations
are sufficient: a master station and two slave
stations. The master station alternately
sends pulses to each of two slaves which relay
the pulses to the aircraft, and measurements
of the differences in time of arrival of
pulses from the master station and the two
slave stations define two hyperbolic lines of
position so that a fix may be determined by
the intersection., Hyperbolic systems have an
inherent error factor due to divergence of the
coordinates, which increases with range from
the ground stations, Hence, for pPrecision
navigation, high accuracy in both time measure-
ments and computation are required.

Equipment developed for the Digitac
System consisted of one set of three ground
stations and two models of the airborne sys-
tem. The airborne equipment, shown in Figure
1 in block diagram form, consists of a re-
ceiver, decoder and time measurement equip-
ment, instrument analogue-to-digital con-
version units, an input register, a digital
computer, and outputs. The time measurement
part of the system was designed to automatic-
ally measure time in digital form with an
over-all accuracy of one Rart in 30,000 or
about + .02 microseconds.” The aircraft in-
strument inputs to the system consisted of
altitude, air speed, and compass heading, and
a counter type shaft to digital converter gas
used for each of three instruments inputs,
The outputs consisted of a steering signal, a
pilot's display and certain on-off signals.

Figure 2 shows the computer model
which was flight tested. The general purpose
computer is a serial magnetic drum machine




with a word length of sixteen binary digits
plus sign and a digit frequency of 100 kec.
Figure 3 is the input-output equipment includ-
ing the input register, time measurements
ecircuits, instrument input converters and out-
put units.

The aircraft used in these flight tests
was a cargo type C-47 in which an E-6 autopilot
was installed. A vertically stabilized camera
was used in the aircraft to determine position
so that the accuracy of flight control could
be determined., This aircraft proved to be an
ideal flying laboratory in addition to being a
reliable craft.

Objectives

The objectives of the flight test pro-
gram were to evaluate the flight performance
of this navigational system including the
digital computer, Considerable care was taken
to lay out a test program that would provide
the maximum operational data on the system.

It should be pointed out that this constituted
the first flight test of an airborne digital
computer and the program was approached with
the usual concern which accompanies the first
trial of something completely new,

The following specific objectives were
established for the flight test program:

1. To determine the accuracy of the posi-
tion determination of the system by making
measurements on the ground;

2. To determine the accuracy of position
determination in flight using the vertically
stabilized camera in the aircraft;

3, To carry-out navigation through a
series of way points, first by (a) pilot oper-
ation from PDI signals, and second (v) by
automatic control of the aircraft through a
digital autopilot coupler;

4., To determine the system accuracy of
automatic navigation and dead reckoning,

Flight Tests

The three ground stations required for
the system tests were located on hilltops in
the West Los Angeles Area and formed two base-
lines five to six miles in length, This set-
up provided a sizeable test area in the neigh-
borhood of Metropolitan Los Angeles where
there are excellent check points for both
ground and air tests, since many street corner
locations are known to first order survey
accuracy.

For the first objective of determining
the accuracy of fix on the ground the receiver
and time measurements equipment without the
computer were installed in a van for mobile
tests, Digital time measurements were re-
corded at a number of accurately known points,
and position was computed to compare with geo-
detic coordinates. It Should be noted that
while most of the data concerning these system
tests have been declassified the operational
data involving accuracies of the system still
have a security classification.

The flight test program for completing
the other three objectives was carried out

" paring these two records.
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over a period of fourteen months; fifty-nine
flights were made for a total of ninety-two
hours of flight time. This amounted to about
one and one-half hours of flying time per week
during the period of the test program. of
these flights, approximately three-quarters
were made using the airborne digital computer.

Part of the test equipment developed
for the flight test program was a digital data
recorder., Fifteen digital quantities consist-
ing of input data and results of computation
could be extracted from the computer on call,
displayed on a cathode ray tube and photo-
graphed. Data could be recorded at the rate
of about two sets per second, automatically or
at longer intervals under manual control, At
150 m.p.h., a reasonable cruising speed for
the C-47, the aircraft travels about 220 feet
per second; hence, data could be recorded
about every 100 feet., This test equipment
proved very valuable in trouble-shooting and
checking out of components as well as in
evaluating the performance of the complete sys-
tem,

In carrying out the second objective
of determining accuracy of position in the air,
flights were made over well-defined locations
close to first order survey points in the area;
for example, the Santa Monica water tower is
near a first order survey point and has the
.advantage that the diameter of the water tank
gives an additional yardstick for measurements
in the photographs. The time measurements
were recorded when the aircraft was directly
over the selected point and simultaneously a
photograph was taken with the vertically
stabilized camera. The accuracy of position
determination could then be obtained by com-
After the accuracy
of the time measurements had been established
from the vertical photographs, the position of
the aircraft in later flights was determined
mainly from the recorded time measurements
data.

For completing the last two objectives
of the system-tests a complete programing of
the system equations for navigation was re-
quired., A flow chart of the computer program
is shown in Figure 4, From the time measure-
ments and instruments data, position is deter-
mined in X-Y-Z coordinates, with the X and Y
axes corresponding to N-S and E-W directions,
A fast-converging iterative method involving
predicted position was used for transforming
hyperbolic to rectangular coordinate position.
The wind is determined from the computed
ground velocity and the measured true air
speed, A steering signal is then computed
which provides a heading correction for the
aircraft to direct it to a selected destin-
ation. In the absence of time measurement
signals, dead reckoning was carried out using
a ground velocity computed from the previously
computed wind and the measured air speed., In
the final stages of the flight test program
the computer determined smoothed position,
smoothed wind, ground velocity and steering
signal, The program, consisting of approxi-
mately 350 steps, required about .5 of a second
second, The computation time for the dead



reckoning mode of operation was .3 of a sec-
ond, and since the iteration time was held
fixed at .5 of a second there remained 0.2 of
a second dead time, By periodically forcing
the computer into the dead reckoning branch of
the program, computations for the weapons con-
trol part of the system were solved during
this additional 0.2 of a second. Hence, many
auxiliary computations can be carried out with-
out increasing the length of computation time
or decreasing accuracy of control.

Figure 5 shows the manner of connect-
ing the coupler to the autopilot system, The
upper loop shown in this figure without the
differential is the normal loop for autopilot
control, while the lower loop modifies the
autopilot heading through a differential for
automatic digital computer control, This
approach provides control without interfering
with the normal operation of the autopilot
loop. Details of the autopilot coupler used
in the system are being rgported in another
paper at this convention,

For checking out the program in the
laboratory before flight testing, an automatic
plotting board was connected with the computer,
making it possible to "fly" in the laboratory.
This was done by entering a position, wind,
air speed and heading into the computer to-
gether with the coordinates of a sequence of
way points, and the dead reckoned course of
the computer through these way points was
piotted on the board, The output steering
signal was used to modify the heading input
through the autopilot coupler as if the air-
craft had zero response time, This technique
was valuable in determining errors in the pro-
gram and also provided an excellent laboratory
demonstration,

After laboratory checkout had been com-
pleted the third objective of navigating the
aircraft through a series of four way points
was carried out, Four accurately known loca-
tions in the West Los Angeles Area sre shown
in Figure 6 together with the baselines. The
point nearest the baseline is a roofhouse at
Hughes Aircraft Company. The other points are
the Santa Monica water tower, a street corner
in the San Fernando Valley and a radio tower
in the Santa Monica Mountains, This group of
points covers the geometrical cases of high,
medium, and low divergence of hyperbolic co-
ordinates and one point behind the baseline,

Initial flights through this series of
way points were made by having the pilot con-
trol the aircraft from output signals display-
ed on a Pilot's Direction Indicator. These
flights with manual control were highly suc-
cessful and many improvements in programing
weremade on the basis of the operational re-
sults., They also served to provide a basis
for comparison with completely automatic con-
trol. The steering signal from the computer
is such as to guide the aircraft in g straight-
line path to a selected destination from any
point in the service area. In this manner the
aircraft is guided to the first point of the
sequence from any starting point. On reaching
a pre-selected range from this point the com-
puter selects the next point in the sequence,
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etc. On reaching the fourth point the air-
craft is then again directed to the first
point,

This ability to program a computer
through a sequence of way points is an ex-
tremely important characteristic which should
prove very valuable in operational automatic
flights. It is estimated that twenty to
thirty way points could easily be programed in
the computer memory in this fashion.

One of the big steps in the flight
test program was the first completely auto-
matic flight around this same array of way
points, The autopilot coupler was connected
and the flight through the first way point was
made under pilot's control. The system was
then switched to automatic control and it suc-
cessfully guided the aircraft through the se-
quence of way points, In comparison with
manual control the automatic control was
smoother and more accurate. The computer
iteration time of .5 seconds did not lead to
any difficulties in stability; in fact stable
control was obtained in later flights with
longer iteration times,

For the final objective of determining
the accuracy of automatic navigation and dead
reckoning, the digital data recorder described
earlier in this paper was used extensively,
For automatic navigation, data were recorded
at ,5-second intervals and the control accu-
racy was determined by comparing computed
position with position derived from raw time
meidsurement data for points along the flight
course, Vertical photographs were also taken
in some tests, Dead reckoning accuracy was
also very easily checked by forcing the com-
puter into this mode of operation and simul-
taneously recording dead reckoned position and
raw time measurement data for comparison. As
indicated previously, quantitative results of
these accuracy tests are classified,

It should be noted that one of the way
points in Figure 4 lies behind the baseline in
a region where some position ambiguity might be
encountered; however, the computation tech-
nique, using predicted position, permitted
accurate flight through this area. The point
in the Santa Monica Mountains lies in a region
of the hyperbolic field where the coordinate
divergence is high; however, the programing
for the problem also gave smooth control in
this area,

Many changes were made in the program-
ing of the computer during the course of the
flight test program in order to improve the
system operation., Constants in the program
may be readily changed as well as program
steps. For example, various constants were
tried in flight to determine optimum velocity
smoothing, and the final choice was to smooth
by taking one-half the position computed from
time measurements and one-half the predicted
position, Dead reckoned position was computed
from the smoothed wind and air speed vectors,
and during dead reckoning no changes were made
in the wind. 1In smoothing the wind 1/32nd of
the computed wind was combined with 31/32nds
of the previous smoothed wind to obtain a new
value. This provided a heavy damping on the

-



wind computation and 20 to 30 seconds are re-
quired to accumulate a stable w#ind, It is not
required that the aircraft fly a straight,
ljevel course during this settling time, but
only that coordinate information be received
during this period. The constants chosen for
smoothing the aircraft position and wind are
for this particular aircraft-autopilot com-
bination and in general will be different for
other systems,

All of these programing changes indi-
cate clearly the value of being able to make
quick changes in the problem without changes
in equipment., This is especially valuable in
flight tests for system evaluation in which
delays may ground an aircraft with a field
test crew standing by.

= Conclusion

These flight tests have shown that the
use of a digital computer in an airborne con-
trol system is practical and that it adds
trememdous versatility and flexibility to an
automatic control system that would be diffi-
cult to obtain by other techniques. The
unique advantages of a digital computer for
flight control as demonstrated by these tests
are as follows:

1. High computational accuracy is easy to
obtain with a digital computer. This is es-
pecially important since there is a tendency
toward higher accuracy in new systems.

2. The problem formulation can be readily
changed without changes in the computer equip-
ment., This also means that one airborne
digital computer may be used in a variety of
different airborne control systems.

3, A programed flight through a selected
series of way points is possible, Up to 20 or
30 way points may be ugsed and a selector
switch may be provided to select any destin-
ation or sequencing may be followed automati-
cally,

4. The equipment is easy to mass produce,
since essentially no precision parts are re-
quired, The use of plug-in sub-assemblies not
only makes for ease of fabrication but also
simplifies maintenance, repair, and spare
parts problems.

In looking to the future we may pre-
dict that the day is not too far-off when one
standard airborne digital computer will be
wsed in a variety of different military and

commercial systems for automatic navigation
and control., Such a digital computer in an
aircraft can not only handle the control
functions of the system but may also act as
the central computing point for a variety of
auxiliary computations, such as: cruise con-
trol, air data reduction, predicted time of
arrival, and other problems.

In concluding it should be stated that
these flight tests have been a milestone in
the history of airborne digital computers.

The computer equipment used in these tests re-
flects the state of the design art three to
four years ago and is now obsolete. However,
the big step has been taken to demonstrate
that airborne digital computers are practical
and that they have such a versatility and
flexibility that future use of airborne digit-
al computers will be wide-spread.

The program described in this paper
was made possible through the cooperative
efforts of a small group of engineers at
Hughes Aircraft Company and the sponsoring
agency, the Armament Laboratory, Wright Air
Development Center,
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THE DIGITAC AIRBORNE DIGITAL COMPUTER®*

E. E. Bolles
The Ramo-Wooldridge Corporation

Los Angeles,

Summary

The first airborne digital computer to
be employed in an automatic flight control
system 1s desoribed. This computer was de-
veloped to be both rugged and compact and yet
to preserve the desirable operational charac-
teristics of large-scale digital computers,
The computer described is a serial general
purpose machine having a magnetic drum memory.
A floating address reference scheme is uti-
lized to aid in minimum access time program-
ing. The programing and coding of the system
equations is outlined, including the problems
of accurate position determination, data
smoothing, weapons control, and automatic
flight control. The operational advantages of
using an airborne digital computer to solve
problems of this type have been demonstrated
by a series of system flight tests.

Introduction

Digitac is a completely automatic navi-
gation and weapons control system incorporat-
ing the first airborne digital computer. The
development of the digital computer for this
system was undertaken in 1949, a time when the
computer field was almost totally concerned
#ith the design and construction of large -
scale scientific computers. It was felt that
a general purpose digital computer could be
developed that would be compact enough to be
airborne, thus making the accuracy and versa-
tility of digital computation available to an
aircraft control system. Such an alrborne
digital computer has been developed and flight
tested. Because this computer was a general
purpose machine, it was not only capable of
accurately solving the required navigation and
weapons control problems, but also demonstra-
ted the advantages of a control element whose
method of operation could be rapidly and easily
changed. The ability of a digital computer to
select alternate modes of operation, based on
numerical data, was utilized repeatedly.

The problem of smoothly controlling an
aircraft with the quantized steering inform-
ation supplied by the computer is discussed in
another Yaper being presented at this con-
vention. The results of the flight tests of
this system_are also being presented at this
convention. It suffices to say here that the
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flight tests were successful in proving not
only that airborne digital computers can
accurately solve the complex problems of air-
craft oontrol, but also that they can provide
numerous advantages never before realized.

Design Features

The aircraft's position in the Digitac
system is determined by measuring the differ-
ence in time of arrival of pulses transmitted
by two pair of ground stations. These pulse
pairs define two hyperbolas, the intersection
of which is the aircraft's position. The re-
quired navigation accuracy of this system in-
dicated the need of developing a new method of
automatically measuring these time differences,
The measuring system is basically a counting
technique combined with a vernier interpolation
scheme. The equipment based on this principle
is capable of measuring time differences to an
accuracy of ,02 microseconds, or about one part
in 30,000. To take full advantage of this
accurate digital input data it was decided that
digital computation was necessary., Further in-
vestigation indicated that though the accuracy
consideration is important, actually the versa-
tility of digital computers is their predomin-
ent advantage.

Since this computer was to be a part of
an airborne system and thus be subjected to the
rigors of an aircraft environment, many of the
basic computer design considerations were pre-
determined. The requirement of minimum size
and weight indicated that the computer be a
straight binary machine with operations per-
formed in a serial manner. An early analysis
of the system accuracy led to the use of
numbers consisting of 16 binary digits plus
sign. The choice of a general purpose design,
with the problem instructions stored in the
computer memory, was made to facilitate the
many changes it was felt would arise during
the flight test program. This internal pro-
gram storage also allows the computer to be
readily adapted to handle other system prob-
lems and new field situations,

*The work reported in this paper was done at
the Hughes Aircraft Company, Culver City, Cal.




The memory of the computer is a rotat-
ing magnetic drum, chosen principally because
it is a non-volatile storage system. Power
and equipment failures, therefore, cannot de-
stroy the memory contents. The magnetic drum
memory conforms to the need for minimum size,
since the information stored per unit volume
ig very high, This type of memory is also
well suited to use in a serial computer,

The memory has storage space for 768
two-address orders and 192 constants. Rinety-
six storage locations and a gix-word, fast
access circulating register are available for
the storage of the results of computation.

The arithmetic element of this computer
is similar in logic to most present serial
machines., It is composed of three static
registers, an adder, and a sign control unit,
Numbers are stored in the memory as absolute
value plus sign, Subtraction is accomplished
by adding complements; therefore, the sign of
each number transferred to or from the memory
ijs sensed and if necessary the number is com-
plemented during the transfer operation.

The order code of the machine consists
of 37 operations; 24 of these direct the samp-
1ling of inputs and ordering of outputs for
navigation and weapons control, The remaining
operations are the normal arithmetic operations
of addition, subtraction, multiplication, di-
vision, and the associated transfer operations.
To achieve minimum solution time, the arithme-
tic element is mechanized so that the result of
any operation may be used as the first operand
of another operation without the necessity of
storing this result in the memory. To accomp-
1ish these series or cumulative operations,
special addition, subtraction, multiplication,
and divisions orders are provided.

One decision operation is provided
which is used to select one of two alternate
successive orders dependent upon the sign of
the number in the arithmetic element., The use
of this type of order, which is quite common in
digital computers, provided a system capable of
selecting alternate modes of operation based on
prevailing conditions, rather than predicted
conditions.

To achieve minimum problem solution
time it was felt desirable to have a two-
address, rather than single-address, code for
the control element., In order to save memory
space it was necessary to compress the inform-
ation consisting of an operation, an operand
address, and the next order address into a
single word of 17 digits. Figure 1 shows the
digit designation for an order word, Four
digits of the word are uged to designate the
memory band (head) of the operand. This same

band information also designates the band from
which the next order will be obtained. Order
and number bands are physically separate heads
so the same band number can designate both a
number and an order head, Four binary digits
are used to designate the operation to be per-
formed, Of the 37 operations performed by the
machine, only 13 are arithmetic operations re-
quiring reference to the memory. Since the
four binary digits can designate a maximum of
16 operations, only three operations remain
for input and output control. These oper-
ations, however, do not require memory refer-
ence so the information normally designating
the band of the operand is not required.

These three basic operations are each modified
by three of the band digits giving a total of
24 input-output operations.

The last nine digits of the order word
are used to complete the designation of the

operand and the next successive order, As
previously mentioned, the band of the operand
and the next order are specified so it is only
necessary to indicate the desired sector, In
most magnetic drum machines a sector is speci-
fied by a number given with reference to an
-origin or zero location on the magnetic drum.
In the Digitac computer the address reference
is not fixed, but rather the address is refer-
enced to the completion of the last order
operation. The ninth through thirteenth digit
of the order word are the number of sectors be -
tween where the present order is read and the
location of the operand. After the order is
read it is only necessary to count the indi-
cated number of sectors and then perform the
operation, The last four order digits are the
number of sectors to count after completing the
operation until reading the next order word.

This floating reference addressing sys-
tem not only allows a compact order word, but
also is a great aid in minimum time programing
since the coder is aware of the access and
operation time for every order in the program
sequence,

Since each step of the order sequence
is dependent upon the previous step, random
errors may cause one of two types of sequence
failures. An order may be selected from a
blank address in the memory; in this case the
sequence will immediately return to the begin-
ning of the routine., If the selected address
does contain an order, then the sequence will
continue from that point., Both of these fail-
ures may cause discontinuities in the output;
however, the filtering action on the outputs
will minimize these discontinuities and the
outputs will be normal during the next iter-
ation.
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Equipment

Figure 2 shows the Digitac computer.
This computer is in a frame approximately 20
inches high, 26 inches wide, and 19 inches
deep, a volume of about 5—1/2 cubic feet, All
units of the computer are constructed on plug-
in chassis, each chassis having a maximum of
twelve tubes. The left half of the lower sec-
tion contains the ten chassis of the arithme-
tic element and the control unit is in the re-
mainder of the lower section. The wide chassis
in the center of the rack contains the magnetic
drum memory. The remaining chassis in the
middle section are the memory read-write cir-
cuits and a group of timing pulse generators,
The top portion of the rack contains the power
wiring, heater transformers, and cooling sys-
tem,

The entire computer contains 260 tubes
and about 1300 diodes, The total power con-
sumption is 1300 watts, including the cooling
system,

Figure 3 shows the memory chassis when
withdrawn from the rack. The drum is four
inches in diameter, eight inches long, and
rotates at about 7,000 rpm. It is a hollow
aluminum cylinder with an oxide coating, There
are 16 order heads, six number heads, two tim-
ing heads, and a pair of heads for a six-word
circulating register, The pulse rate of the
machine is 100 ke, which results in a recording
density of about 75 cells to the inch. The
non-return-to-zero form of recording is used,
The read-back signal from these heads is a
little over a volt peak-to-peak allowing the
use of diode gating directly at the heads,
rather than requiring individual preamplifiers
before gating. Only one amplifier is used for
each group of eight heads; the amplifiers are
on the chassis to the left of the drum,

Computer Programing

The navigation problem the computer
was required to solve in the air was essential-
ly that of determining present position, se-
lecting desired destination, and computing the
control necessary to reach this destination,
This over-all problem was, of course, actually
composed of many smaller problems relating to
either position determination, smoothing, or
prediction, dependent upon the particular situ-
ation,

As previously mentioned, the basic
position information is in the form of two time
difference measurements. These measurements
define two hyperboloids of rotation whose in-
tersection is a curve. Knowing the aircraft's

altitude it is possible to define a point on
this curve of intersection, thus establishing
the airoraft's position in three dimensional
space. Figure 4 shows the general form of the
position equations of the system; X, Yy and z
are present position and r is the slant range
to the origin, At the time of turn-on of the
computer, x, y, and r are assumed to be zero,
Under these conditions, z is computed and then
X, ¥y, and r are computed in turn. Since each
computation is based upon the other computed
quantities, the first few computed quantities
will not be accurate; however, it has been
shown that this form of iterative solution
will converge anywhere in the service area
within six iterations., During normal compu-
tation the value of r is predicted from past
values, This prediction allows the computa-
tion of acourate values of x, Y, and z, even
though only one iteration is performed each
program cycle,

Figure 5 is a flow diagram of the
navigation problem, In the initial portion
of the routine a measurement of the two time
differences is ordered, These measurements
are then examined to determine if they fall
within a reasonable range. If these measure-
ments are unreasonable either due to inter-
ference or loss of signals, then the inform-
ation is discarded and the lower branch of the
routine is utilized, This dead reckoning
branch utilizes the past computed positions,
accunulated wind values, and aircraft instru-
ment date to predict present position. If the
measured time differences are usable, then the
previously mentioned position solution is em-
ployed. 1In this branch of the routine the
predicted or dead reckoned position is com-
bined with the computed position to achieve a
smoother position,

The final block of the normal routine
is a computation of ground velocity, wind com-
ponents, and a steering signal, Also at this
time the remaining distance to the destination
is checked. Assuming the desfination has not
been reached, then a return is made to the be-
ginning of the routine. If the desired
destination has been reached, either a change
of destination is made or the final weapons
computation is made,

It is of interest to note that the
weapons computation does not normally require
additional computing time. The dead reckon-
ing branch of the routine requires consider-
ably less time than the upper branch, and this
time is utilized for the weapons computation,
To insure that these computations are carried

out periodically, the computer is forced into
this routine every 32 cycles,




Figure 6 shows the method of position
and velocity smoothing used. This smoothing
is necessary since the computed positions will
jitter due to noise on the received signals,
the quantized nature of the time measurements,
and the divergence of the hyperbolic lines. A
predicted position is obtained from the past
position and the distance traveled in one
jteration time. The present position is ob-
tained by combining the computed and the pre-
dicted positions. In the flight tests it was
determined that the combination of these
quantities should be equally weighted. Each
cycle, a rough ground velocity is computed by
the differences of position since the past
jteration. The time base used in these ve-
locity computations is not fixed but rather is
a function of the routine length and the mag-
netic drum speed. To simplify the magnetic
drum system this speed is allowed to vary and
a portion of the time measurement equipment is
used to measure the drum speed each iteration,
The rough ground velocity is used in the cycle
only to allow the computation of a rough wind.
The smooth wind is accumulated by combining a
very small portion of this rough wind with a
major portion of the past wind value. A very
heavy smoothing factor is used, about 31 to 1,
assuming that the average wind value will not
change rapidly. This heavy damping factor
does not affect the prediction of position
even during maneuvers, since the ground ve-
locity used for prediction is formed by com-
bining the smooth wind value and the air
speed as presently measured from the aircraft
instruments. All the computations mentioned
are actually performed in rectangular co-
ordinates requiring that the air speed be
broken into its components based on the
measured heading.

The aircraft instrument
computer are altitude, heading,
speed. The analogue-to-digital converters for
these quantities are continuous reading de-
vices that are sampled by direct order of the
computer. Each instrument input quantity is
checked by the computer to determine if it is
reasonable prior to its use. If any quantity
is not reasonable, the previous value is
utilized.

The normal routine requires about half
a second, during which time 360 operations are
carried out. A total of 700 orders are re-
quired to include all the possible alternate
routines and the weapon computations, Approxi-
mately 90 of the operations are multiplica-
tions or divisions.

inputs to the
and true air
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In programing a problem of this type
for a machine with a magnetic drum memory it
is important to minimize the average memory
access time., The access time is the time
wasted waiting to obtain numbers or orders
from the memory. In the normal cycle of this
problem there are 660 references to the memory
with an average access time of only one and
one-half word times,

It is of interest to note that the
program for this system uses the decision or
alternate routine order more than 50 times,
The extensive use of this type of order is one
feature that makes airborne digital computa-
tion so attractive, By properly programing
these decisions the computer is used to check
all input data and select the proper method of
computation to best utilize this information.
Each input quantity, such as altitude, is
first checked to determine if it is within a
maximum and minimum bound and then is checked
by comparison with the past value, If the
quantity either exceeds the bounds or the
change from the past value is too great, then
this quantity is discarded and the previous
value is used., This checking technique great -
1y reduces the effects of any noise present in
the input data.

.Conclusions

The Digitac System has very success-
fully shown that digital computers can be ex-
tremely powerful tools when applied to air-
borne control problems. The accuracy poten-
tial of digital computation is quite well
known; it is not as well known that the versa-
tility of digital computers can be their great-
est asset. One computer such as the Digitac
computer can be used as the computation ele-
ment of many different systems without the
need for any equipment changes. New situ-
ations in field operations can be handled by
easily made program changes. Digital com-
puters are definitely the airborne control
elements of the future.

1w. L. Exner and A. D. Scarbrough, "A Digital
Autopilot Coupler”.

2p M. Grabbe, D. W, Burbeck, and S. B.
Neister, "Flight Testing of an Airborne Digit-
al Computer"”.
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A NEW FIXED-BEAM APFROACH SYSTEM
R. A. Hampshire
Federal Telecommunication Laboratories
a division of
International Telephone and Telegraph Corporation
Nutley, New Jersey

Summary--The paper describes a fixed-beam
approach system for aircraft designed for the
United States Air Force. The equipment is
compatible with existing TLS installations
and consists of a localizer operating between 108-
112 megacycles and a glide path operating between
329-335 megacycles. The localizer incorporates
the dual-beam system of operation.

A new design of Instrument Low Approach
Equipment has been undertaken by the Federal
Telecommunication Laboratories for the United
States Air Force, This equipment works inter-
changeably with existing ILS equipment; the
Jocalizer being in the 108-112 mepacycle band,
the glide path in the 329-335 mepacycle band,
and each utilizing 90-150 cycle modulations.
There have been added certain new features of
interest. This is particularly true of the
localizer which is of the dual-team type.
Investigations of this type of localizer were
started at Wright Field several years ago. Simi-
lar investirations were conducted under the
auspices of the ANDR at the Technical Development
and Evaluation Center of the CAA at Indiamapolis.

The principle of this dual-beam localizer
is based on the proposition that very narrow lobes
of energy radiated from the loczlizer antenna
system will eliminate siting problems and that a
superimposed localizer, operating on another
frequency, will provide proper of f-course indi-
cations outside the repion served by the narrow
main lobes., Parabolic reflectors, half-cheese
antennas, troadsice arrays, and wavepuide antennas
have been utilized for the ceneration of the
narrow lobes, At the time we started our design,
atout three years ago, the choice of a best means
to generate narrow lobes was difficult, We
investigated parabolas and broadside antemnas,
and found that broadside antennas as developed by
Andrew Alford Associates showed the most promise,
and proceeded with our own specific design of a
broadside array.

The basic design requirements may be
explained by reference to Figure 1. The normal
localizer provides left and right guidance to
the airplane by moculating a signal with 90 cycles
and 150 cycles in such a way that the 160 degree
sector to one side of the runway centerline shows
a predominance of 90 cycle modulation over 150
cycle modulation and the sector on the other side
of the rurway centerline shows 150 cycle modu-
lation over 90 cycle modulation. The tone modu-
lations are equal only on the runvay centerline
and the front and back extensions thereof. Now
when an aircraft at Position A receives a signal
not only from the localizer but also by reflectim
from some object such as the building shown, thils
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reflected signal is characterized by a preponder-
ance of one tone, and according to the r-f phase
to which it adds to the direct signal, it will
upset the equality of tone modulations one way
or the other. Thiscauses the aircraft's indi-
cator to deflect to the left or right even though
the aircraft is situated accurately on the runway
centerline. As the airplane proceeds inbound
towards its landing, the relative phase of the
direct signal and the reflecting signal varies
because the direct ray is being shortened more
rapidly than the reflected ray, This causes the
reflected signal to altermnately add and subtract
which causes the aircraft's indicator to swing
back and forth--a phenomenon called "course
bending." It may be seen that if the building
were situated far to the side, this phase vari-
ation would be quite rapid. On the other hand,
if the building were very close to the runway at
Position B2, for example, the phase variation
would be very slow, We can see in addition to
this that the rapidity of phase variation is also
a function of the distance out to the Point A
where the aircraft receives the signal. As the
aircraft flies in from a great distance, the bends
become more rapid. This is a way of saying that
the phase variation is more rapid as the angle
between the reflected ray and the direct ray
becomes greater. Now a reflecting object at

_Position B2, very close to the runway, will pro-

duce such a slow phase variation that the effect

is a very minor shift of the course, free of

abrupt bends and kinks. Since the type of reflect-
ing object this close to the rumway is small, the
effect is mot harmful. The building, however,
being some hOO or 500 feet off the rurway can
produce harmful effects. A restriction of

radiant energy to the sector between the dotted
lines keeps signal of f the btuilding and is an
effective means of reducing the course bends.
for reflecting objects at Positions B3 and Bl
which may still lie within the localizer sector,
these are too small and too remote and thus too
little illuminated to cause trouble. Experience
has shown that almost all objects large enough
and close enough to the runway to cause trouble
fall outside a sector some 12 or 15 degrees each
side of the runway centerline.

Figure 2 shows the kind of radiation
patterns utilized in the new localizer. The two
narrow lobes define the localizer course. Note
that the peaks of radiation are about three
degrees off the course and the strength is
reduced to zero at 12 degrees off course. The
necessary course sharpness is produced with a
crossover between the two lobes at values at
about 80% of the lobe peaks. The ratios of on-
course to off-course signal are such that

As



reflecting objects more than 8 or 10 degrees off
course are not sufficiently illuminated to cause
trouble even though they are quite close to the
localizer.

Of course these radiation patterns have
many minor lobes, which in this case are more
than 20 db below the peaks of the main lobes.
These minor lobes would cause false courses if
only the narrow lobe radiation were utilized,
There is therefore superimposed upon this basic
localizer the second localizer having the broad
radiation patterns shown. The on-course signal
strength from the broad localizer is approxi-
mately one-third of the signal strength from the
main localizer. The signal strengths become
equal at 8 degrees off course and elsewhere,
throughout the azimuth, the broad localizer,
which we call a clearance localizer, predominates
by a factor of at least three to one.

Now when these two localizer signals are
radiated on carriers only 9 K. C. apart, and since
the aircraft receiver has a much broader band
than this, both signals are picked up. It is a
well-known phenomenon that the modulation on the
veaker signal is suppressed. This suppression
of the modulation of the weaker signal is used to
advantage here because any reflection of the
clearance localizer signal which may be picked
up by the aircraft while it is flying the course
i1s suppressed and does not cause course bends nor
oscillations of the aireraft's indicator.

Figure 3 is a diagram showing what happens
in the receiver. On the left we see a situation
where one signal is stronger than the other by
a factor of three to one. WNote that in this
case the beat note is nearly a sinewave modulated
by the tone of the weaker signal. Detection and
averaging through the beat note yields the modu-
lation envelope of the stronger signal. The
phenomenon is described in Terman's text book
and in a paper by Butterworth. On the right is
shown a situation in which the two signals are
equal, The beat note in this case is not a
sinusoid, Sharp cusps are generated when the
r-f vectors pass through the condition of phase
opposition. Under these conditions, the result
of detection and discarding the beat note does
not restore the modulation due to the stronger
signal alone. It is obvious from this that to
achieve a smooth transition from a preponderance
of one signal to the preponderance of the other--
i.e., to maintain proper tone modulation--the
modulation tones on both signals must be in the
same audio phase and must modulate the carriers
to the same depths. This is the condition shown
in Figure 3.

Figure U shows a tracing which we have
made of an actual flight recording across the
localizer course. It has been traced accurately
from the original Esterline-Angus paper. The
smoothness of the crossover is apparent, The
slight dips in crosspointer current are the
effects of the transition which occurs approxi-
mately 8 degrees off course. The receiver out-
put dips slightly here because the average value
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of the signal--that is, tlie value that effects
the AVC--has been raised slightly by virtue of
the beat note between the two signals not being
sinusoidal. The effect is quite minor since the
clearance is still well beyond the full scale
indication of the aircraft meter and because the
effect occurs about 8 degrees off course where
monotonic indication is no longer required.

Figure 5 shows the equipment which gener-
ates these localizer signals. It is called
Radio Set AN/MRN-7. The narrow radiation
patterns are generated by broadside arrays of
12 dipoles mounted in front of a screen reflector.
Horizontal wires on the stanchions eliminate the
backward radiation. The array is 85 feet long
and 7 feet high. The clearance signal is gener-
ated by an array of three Ramshorn antennas which
is set up about 30 or 50 feet behind the main
array. These antennas are a few inches higher
than the upper edge of the main array reflector
and provide for complete azimuth coverage without
distortion by reflection or refraction from the
screen. All of the transmitting equipment is
located in the small van-type trailer shown in
the background., For transport, the antennas
and cables are stowed in the trailer and the
antermna structure is collasped and carried on the
roof,

Figure 6 is a diagram of the main array
showing at the top the 12 dipoles arranged in a
broadside array. Each of these dipoles is identi
cal and is interchangeable. 1In order to generate
the crossed lobes the current fed to the antennas
is divided into two parts: one, the familiar
dumbell, or reference, signal and the other,
the sideband, or clover leaf, signal. Ten of
the 12 elements are excited with carrier signal.
The distribution of currents is plotted immedi-
ately below the antennas. The sideband signals
fed to the array are distributed according to
the curve superimposed. The sideband currents
in one-half the array are, of course, in phase
opposition to the other half and are each in
quadrature with the carrier currents. Below
is shown schematically the antenna distribution
unit. Six regular hybrid bridge circuits are
used. These prevent cross-feed between the
carrier and sideband inputs and provide the
proper phasing of antenna currents. The bridge
on the right is not needed to prevent cross-
feed but it is utlized to maintain phasing over
the frequency band of 108 to 112 megacycles.
The distribution of powers is arranged by taps
on quarter-wave sections on transmission lines
of adjustable Z0. These are so arranged that
the standing-wave ratio on the lines is better
than 1.1 over the band, All ad justments are
made according to calculations of dimensions.
No adjustment is necessary. The 12 cables which
connect from the antenna tuning unit to the
antennas are equal in length and are inter-
changeable.,

The modulation at 90 and 150 cycles is
generated by a mechanical modulator operated in
principle like those now in use. The output of




a simple transmitter is divided into two branches
and fed through two modulation troughs. Figure

7 is a schematic diagram of one of these troughs.
It operates in a coaxial transmission line cir-
cuit and operates on the principle of inserting
a tuneable wave trap in the outer conductor. The
input and output lines project into the shielded
btox. The outer conductors terminate in a con-
denser, which is tuned and detuned by a motor-
driven plate. The inner conductor is continuous.
Since the device is symmetrical, the rotor plate
is put in the neutral plane to prevent leakarge

of r-f energy along the rotor shaft. The equiva-
lent circuit of the modulator trourh is shown at
the bottom of the figure. The untuned inductance
is the section of bare inner conductor. The
tuned inductor is the stub formed by the outside
of these two outer conductors. The parameters
are arranged so that the wave trap may be tuned
towards resonance to achieve the modulation
trourhs and detuned in the capacitive direction
for the modulation peaks. At the modulation
peaks the fixed inductor nearly resonates the
camacitive reactance of the variable section and
provides for a flat line at the modulation peaks.

Firure & is a nhotograph of the trans-
mitter modulator combination. All of the equip-
ment is mounted on one front panel which hinges
downward out of the cabinet. One side of the
panel is occupied by the transmitter and modu-
lator for the main array and on the other side of
the panel by the transmitter and modulator for
the clearance array. At the top of the panel
are the two four-tube transmitters which generate
the r-f signals; one for the main array and the
other for the clearance array, Immediately below
it, are the four modulation troughs situated side-
by-side. One trough on each side is tuned by a
five-blade rotor and the other by a three-blade
rotor in order to achieve the 90 and 150 cycle
modulations. A motor in the middle is directly
counle” to the twn shafts, thus providing accurate
audio phasing. The hybrid bridge circuits which
are used to separate the sidebands from the
carrier are located between the two modulators.

Figure 9 is a photograph of this cabtinet
in operating position. The tuning controls for
the two transmitters are shown at the top. The
slide immediately beneath is an amplitude control
unit which adjusts the amount of sideband power
output so that the course width may be varied.

It dumps unwanted sideband power into a dumy
anterma. The adjustment is made without phase
shift.

Figure 10 is a block diagram of the com-
plcte system, 1In one cabinet are located all of
the power supplies and in another the transmitter
and modulator which we have just seen. The out-
puts of the modulator go to a transfer unit and
thence to the antenmas., Note that with the power
supplies are a voltage regulator and frequency
converter. These permit operation on any line
voltage between 95 and 135 or between 190 and
270 and on any line frequency between LS and 75
cycles.
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This transfer unit together with an
alarm box and remote control unit are situated
in mother cabinet, The alam box is the device
which monitors the performance of the equipment.
It is fed by three simple monitors set up in the
field in front of the equipment at the locations
proper to check course position, course width,
and clearance, Complete standby equipment con-
sisting of another transmitter modulator, another
power supply, and a duplicate alarm box is
provided. The equipment is turned on and off by
remote control, it is self-monitoring and equipped
for automatic changeover from main to standby.

The glide path equipment which provides
for vertical guidance of the aircraft in the
standard 329 to 335 megacycle band operates on
the familiar null reference principle. This
equipment is shown in Figure 11. The upper of
the three antennas on the left is the null an tenna
which radiates a signal similar to the sideband,
or clover leaf, signal of the localizer. The
null in the vertical radiation pattern is, of
course, produced by ground reflection. The
antenna below this is the carrier, or reference,
antenna situated at one~half the height above
ground. Next is a three-eleement antenna
radiating the same kind of signal as the upper
antenna--that is, sideband only--this is the
modifier antenna, and is used to straighten the
glide path at its dowermost extremity.

Figure 12 is a photograph of the glide
path transmitter modulator. It, like the
localizer, is mounted on a single panel which
hinges dowrward and outward from the cabinet
for maintenance. The glide path, of course, has
only one carrier frequency; thus, the cabinet
contains only one transmitter and one modulator.
The transmitter, at the top, utilizes five tubes.

. The modulator has two troughs which are in this

case situated one on each side of a single motor.
Immediately above the modulator is a small chassis
contaiming tubes and crystals which are a portion
of the built-in test equipment. Twenty kilo-
wﬂeﬂ@ﬂsueymmdemaMfwto
crystal detectors inserted in the transmission
lines at the output of the modulator trough

and in the carrier and sideband feed lines to the
anterma system. These permit transfer of the
modulation to a twenty kilocycle tone which is
presented on a cathode ray oscilloscope in the
equipment and provide for complete field mainte-
nance adjustment of the modulators.

Figure 13 is a photograph taken inside
the trailer of the glide path equipment. On the
left is one transmitter modulator cabinet and on
the right is the standby transmitter modulator.
In the center there are, from top to bottom, the
test oscilloscope, the main alarm box, the contml
unit, the standby alarm box, and the transfer
unit. Dummy antennas are located in the transfer
unit so that the standby or the main equipment
may be passed into dummy loads for maintenarnce
purposes while the main equipment is performing
its normal functions. Two more cabinets, not
shown, are situated in the other end of the



trailer and house the power supplies.
Although not specifically referred to

previously, the localizer cabinet arrangement
and test equipment facility is the same.

Figure 1L is a photograph of one of the
The pick=-up antenna

three glide path monitors.
is adjustable to provide for different glide
path angles. As in the case of the localizer,
three monitors are used: one for path position,
one for nath width, and one for path shape (modi-

fier antenna radiation).
The two equipments, AN/MRN-7 and AN/MRN-8,
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Buildings may reflect radio waves to the aircraft
at A in such a manner as to distort the localizer

fields on which a safe apnroach depends.

use common construction and components wherever

Every effort has been made to pro-
The equipments

practicable.
vide easy set-up and maintenance.
are each self-contained, except for primary power
which must be provided at either 115 or 230 volts;
i K. W. is required. For transport, both antenna
structures are carried on the trailer roofs and
the cables, field monitors and antenna radiators
The number of

are stowed inside the trailers.
vacuum tubes utilized in the power supplies and
Reliable

transmitters has been kept to a minimum.
tyves of tubes have been used in the monitor,

control and test circuits.

<DIRECTIONAL
ARRAY PATTERN

Fig. 2

Calculated directivity patterns of both the broad

and narrow localizer radiations. The broad pattern

permits the aircraft to find the narrow pattern
that is used for the actual approach.

Bilgeni3
At the left, one received signal is 3 times the
intensity of the other while at the right both
signals are equal in amplitude.
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Schematic diagram of modulation trough.
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Fig. 6
Main array of dipoles with current distributions
at top. Below is the method of supplying power to
the antennas, which are connected to the vertical
corners of the 6 radio-frequency bridges.
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Fig. 9 - Complete transmitter in its cabinet.
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Pir. 11 - Glide-clope equipment.
fig. 13

Interior of:- the trailer containing the
glide-slope equipment.

Fize. 1k
One of the glide-slope monitors.

Fig. 12
Modul ator for the glicde-slope transmitter.
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THE ROLE OF FLIGHT DIRECTORS
IN PRESENT-DAY AIRCRAFT

N. L. Graham
Collins Radio Company
Cedar Rapids, Iowa

Summary

One of the more recent additions to the
ever expanding list of aircraft navigation
systems is the Flight Director. A Flight Direc-
tor is a semiautomatic system which provides the
pilot visual guidance information in accordance
vith a preselected flight plan. The information
normally available on the flight panel is fed
electrically into a computer where it is modified
and combined. The repultant information is pre-
eented to the pilot visually in very eimple fornm,
thus eliminating most of the mental calculations
usually associlated with instrument flying.

The Collins Radio Compeny has spent many
years developing such a Flight Director system.
The outstanding feature of this system is inte-
gration and pictorial presentation of the navi-
gation information. This had been done by intro-
ducing two new instruments, the Course Indicator
and the Approach Horizon. Intensive flight tests
conducted on the Collins System have demonstrated
the high degree of accuracy which can be expected
from Flight Directors.

Introduction

In order to determine the role that Flight
Directors can play in modern aircraft, it is
necessary to know the problems associated with
ipnstrument flying. It is also necessary to know
vhat a Flight Director is and how it could help
in solving these problems. It is desirable to
discuss an ideal Flight Director system and what
has been done in a practical sense to approach an
ideal system.

The Problem

In modern air transportation much of the
navigation is done with the pilot relying solely
upon his instruments. This is necessary if the
airplane is to be an efficient and reliable means
of all-veather transportation. The airplane has
been improved and 1ts size, speed, altitude capa-
bilities, and range have been increased, making
it more nearly an all-weather machine. Many new
types of equipment have been invented for instru-
ment flying and instrument upon instrument has
been added to the flight panel. This bas been
done by many different groups independent of each
other and without due regard to the overall prob-
lem of instrumentation. The result is a crammed
and complex instrument panel. The one thing in
the aircraft that has not changed is the pilot.
Fundamentally he is the same man that has been
flying for many years. The result of the in-
creased complexity of the machine is that the man
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becomes more heavily loaded and at times the de-
mand has exceeded his limitations. With the in-
creased speed and heavier wing loading, the
modern aircraft requires a larger maneuvering
radius and the pilot has less time in which to
make decisions. At the same time he 1s provided
with more information which must be analyzed be-
fore any action can be taken, If he makes a mis-
take there is very little time to correct it.

The most critical part of any flight 1is
the descent and landing. The transition from
flying instruments to visual ground contact and
touchdown places a heavy load on the pilot. Even
with the aid of such systems as GCA, Automatic
GCA, and TLS, a low approach places the pilot
under great strain. It is during this part of the
flight that the pilot is most in need of equipment
to reduce his load.

During an approach the pilot flies hig air-
plane down a path framed by the intersection of
two imaginary planes, one in the horizontal axis
and one in the vertical axis. The vertical plane
extends upward from an extension of the runvay.
The horizontal plane extends from the point where
final approach starts to the intended point of
ground contact. To fly a smooth approach the
pilot must have three types of information for
each axis. To determine his position he must
know the lateral and vertical displacement from
the path. To visualize how to fly and maintain
the path he must know his heading and pitch and
rate of change of these quantities,

During and ILS instrument approach the
localizer radio beam provides information in the
horizontal plane and the glide slope radio beam
provides it in the vertical plane. The heading
information is furnighed by a gyro stabilized
magnetic compass or a directional gyro and the
aircraft’'s attitude is obtained from a vertical
gyro. With conventional flight pagels this in- |
formation is presented on many instruments in a
wide variety of forms. The pilot must scan these
instruments to receive the required informetion.
He must then form a mental picture of where he is,
where he has been, and where he is going. From
this he can determine what action is required to
achieve his goal. This process must be carried
on continucusly without interruption if he is to
fly a smooth approach. when visual contact is
made he must transfer the source of his infor-
mation from the many instruments to the more
familiar presentation provided by ground objects.

The information presented on the conven-
tional flight panel is in a form which differs
widely from that provided the pilot during visual




flight. For this reason it is neceassary for a
pilot to go through a completely new learning
process to fly by instruments. In fact, it re-
quires almost the same amount of time to train a
pilot to fly by conventional instrumentation as it
does a non-pilot.

General Solution

There are two possible solutions to the
problem of reducing the load placed on the pilot
during a final approach. One is an automatic ays-
tem and the other is a semiautomatic syetem. A
Flight Director is an example of a semiautomatic
system. A Flight Director, as specified by the
Society of Automotive Engineers, is a device which
indicates to the pilot, by visual means, the cor-
rect control application for the operation of an
airceraft in accordance with a preselected flight
plan. The displacement, heading and attitude in-
formation normally available on the flight panel
is fed electrically into the Flight Director,
where it is modified and combined as the situation
may demand. The resultant information is pre-
sented visually in very simple form. All the com-
puting has been done and the pilot has merely to
maneuver the plane so as to satisfy the Flight
Director indicator. In a semisutomatic syetem
such as this, the pilot is actually being used as
a servo actuator to close the control loop.

Flight Director systems which fulfill these basic
requirements are currently being produced by
several companies.

Ideal Solution

So far, the basic principle of Flight Di-
rectors have been discussed. We should not stop
here but go on to the problem of overall inmstru-
mentation. The Flight Director should not be one
more system to be squeezed into the instrument

penel.

The Flight Director information may be pre-
gented in a variety of ways. The most degirable
way would be to present it in a manner the pilot
is accustomed to seeing in his everyday operation.
It would be desirable to make the instrumentation
appear to be a duplicatiom of wvhat he would see
out the cockpit window. He should see the hori-
zon and hig attitude with respect to it. It
ghould have the same sensing and gensitivity that
he is accustomed to seeing during contact flying.
He should see at a glance the vertical and hori-
zontal displacement from his selected track and
the manper in which he is approaching it. The
picture should present all the information the
pilot needs without the necessity of referring to
numbers. Numbers can be misread and misinter-
preted during moments of high stress. The instru-
ment presentation should provide accurate and
concise information at a glance 80 that thie
could not happen. .

Another desirable feature of an ideal
Flight Director system would be integration of
the instrumentation. We should not Just add a
picture to the flight panel but should use the

information that is already present to form the
picture. Certain basic flight information could
pot and should not be removed from the instrument
panel. This information should be presented, as
pnearly as possible, in its conventional from and
yet be integrated with other information to give
the overall picture of the operation.

A Flight Director should provide the same
pictorial guidance information during enroute
navigation, It should provide all the necessary
information to fly VAF omnirange and magnetic
heading. It should enable the pilot to see a
dynamic display during standard maneuvers such
as procedure turns, holding patterns, and the
like. Simplicity and reliability should certainly
ve a prime consideration in the design of a Flight
Director system. The system should be simple in
operation and be as reliable as present-day design
permits. In this respect the number of tubes and
similar components should be held to a minisum or
eliminated. The simplicity of operation should be
stressed and the number of controls should also be
held to a minimum. Such features as automatic
cross wind correction should be incorporated to
prevent the neceesity of changing of any of the
Flight Director controls during final approach.

Practical Solution

As an example of what can be done along
these lines, the Collins Radio Company has spent
many years developing a Flight Director system
embodying as many of these desirable features as
poseible. The outstanding feature of the Collins
Flight Director is integration and pictorial pre-
gentation of the flight information.

There are four major components in this
system. They are: The two instruments called the
Course Indicator and the Approach Horizon, the
Steering Computer, and the Vertical Gyro. These
are shovn in figure 1.

The Course Indicator presente a picture
the pilot would see if he were looking through a
windov in the bottom of the airplane at his radio
track superimposed on the ground. The magnetic
compass information 1s displayed on a rotating
card. The aireraft heading is always read under
the lubber line at the top of the ingtrument. A
heading selector kmob located on the lover left
of the instrument provides a means of marking the
desired heading and for supplying the ateering
computer with heading error information. The
lower right hand knob provides means of omni-
bearing track selection and the bar in the center
provides deviation indication. To-from indication
is provided by the arrov in the center of the in-
strument. To complete the picture a symbol of the
airplane is etched on the face of the instrument.

This instrument provides integration of the
magnetic compass repeater, omni-bearing selector,
end lateral displacement from the deviation in-
dicator. The situation of the aircraft can be
seen at & glance without the necessity of refer-
ring to numbers. The plane shovn in figure 2 i8



flying a magnetic heading of nearly due North.
The bearing of the desired track is approximately
330 degrees. The pilot is flying toward his
course and is approaching it at an angle of ap-
proximately 30 degrees., He is still 3 dots off
course. The To-From arrow indicates he is flying
to the station.

The Approach Horizon presents a picture of
the aircraft's position in the vertical Plane such
as the pilot would see out the cockpit window plus
the computed lateral guidance information. The
small bar at the left is glide slope displacement
information. The aircraft's attitude is presented
by the pitch bar and the horizon bar. These two
indicators function similarly to a conventional
horizon. The vertical pointer is the Flight
Director steering indicator which presgents the
computed information to the pilot. Warning flags
are provided for localizer and glide slope
receiver failure.

A pitch trim control is provided at the
lover left corner of the instrument which func-
tions in its conventional capacity to adjust the
pitch bar for level flight during enroute navi-
gation. The pitch attitude for approach is fixed
and depends upon the type of aircraft. The con-
trol at the lower right is for selecting mode of
operation. One position is for enroute navigation
and the other for final approach.

Thie instrument presents integrated infor-
mation from the attitude gyro, vertical displace-
ment and warning flags from the deviation indi-
cator, and Flight Director steering information
and function selection. When flying a computed
signal a pilot has his aircraft's attitude infor-
mation directly in view without reference to other
instruments. In figure 3 the aircraft is above
the glide slope and the pitch of the airplane is
down, with respect to the normel approach attitude,
80 as to intercept the beam. The steering pointer
indicates the pilot should bank to the right and
the borizon bar indicates he is now banking about
8° right.

In integrating the flight information the
basic navigation information is not removed. The
course bar and the glide slope pointer are basic
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displacement information direct from their re-
spective receivers. The compass card is a ser-
voed compass repeater which repeats the infor-
mation supplied by a stabilized magnetic compass.
The pitch and bank information is supplied by the
remote indicating vertical gyro.

Simplicity and reliability were definite
goals. There are only two operating positions,
one for enroute navigation and one for approach.
The complete system contains only six tubes and
incorporates an automatic cross wind correction
circuit when in the approach position.

The accuracy of a Flight Director system
is of a high order. Tests were conducted on the
Colline Flight Director at ten different airports.
Ten approaches were made at each of the airports
and the results were recorded. The composite data
is presented in figure 4. It shows that under the
videly varying conditions that existed, 50% of
approaches were within 15 feet of the localizer
beam centerline at the end of the runvay. Ninety
percent of the approaches were within 4O feet and
100% were within 95 feet. Since most major air-
ports have runways 200 feet wide, all approaches
could be considered as satisfactory.

Similar tests on a more detailed and pre-
cise basis conducted at the Air Development
Center, Wright Patterson Air Force Base, Dayton,
Ohio, con firmed our results.

Conclusions

The pilot is in need of assistance in fly-
ing modern aircraft. This is especially true
during an instrument approach. The Flight
Director, a semiautomatic system, furnishes the
pilot simple guidance information during an in-
strument approach and enroute navigation. The
ideal system would present the information at a
glance in a concise and accurate manner. The
Collins Flight System strives to accomplish thig
by a pictorial presentation. Tests conducted on
Flight Director systems have shown them to be
accurate and reliable. It appears that the
Flight Director has & definite role to play in
present and future aircraft.




Fig, 3 = Approach horizen.

Fize 1
£ the Collinc Flight Director System.

Fig, 2 - Course indicator.

Fire I
Accuracy of the Collins Fligrt Director System.
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NAVAGLOBE — NAVARHO LONG-RANGE RADIO NAVIGATIONAL SYSTEM

C.T. Clark, R.I. Colin, M, Dishal,
Federal Telecommunications Laboratories, a division of
International Telephone and Telegraph Corporation; Nutley, New Jersey

I. Gordy,
Rome Air Development Center; Griffiss Air Force Base, New York

and M. Rogoff
Now With the McDermott Company; Trenton, New Jersey

Navaglobe i3 a long-distance radio
navigational system under development by
Federal Telecommunications Laboratories
for the United States Air Force. For
obtainlng reliable long-range service,
1t operates in the low-fregquency band and
with very narrow bandwidth. Service is
omnidirectional and the airborne bearing
indications are automatic. The principles
of the transmitting and receiving equip-
ment are described, including features
designed for minimizing the effects of
atmospheric noise. Views of actual
equipment are shown, and the various stages
through which the developmental program has
progressed are discussed. Performance of
the experimental equipment is described,
including the results of transcontinental
and transatlantic flight tests. Work and
future plans for the incorporation of
distance measurment by means of phase
comparison of the Navaglobe signals with
reference to an airborne crystal-controlled
frequency generator, forming the complete
Navaglobe — Navarho system, are discussed.

The Navaglobe project has been
carried on for the United States Air Force
by Federal Telecommunications Laboratories,
with the goal of providing a radio navi-
gational system that is truly long-range
and reliable, and that gives automatic
readings. Construction of experimental
transmitting and receiving equipment has
progressed to a stage that has made
possible extensive laboratory, field, and
flight tests. Performance in these tests,
indicating that the system will fulfill
i1ts goals, makes 1t timely to present a
review of this project that may result in
a valuable new facility for this age of
global air operations.

Long-range air navigation today 1is
done essentlially by dead reckoning, as it
was 10 and 20 years ago”. Because of the
cumulative effect of 1naccuracies 1in
estimates of distance and direction, dead
reckoning on long flights should be
checked as frequently as possible by
positive position determinations; the goal,
of course, is a supplanting system that
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could provide reliable rosition determi-
nation at will or continuously. To
obtain position determinations by
celestial methods requires complicated
time-consuming calculations based on
observations by trained navigators in
clear weather at certain times of day

and on a well-stabilized aircraft. These
conditions are unduly restrictive in air
operations, whether civil or military.

As regards position determination by
radio methods, there are certain facilities
avallable for this purpose from time to
time and place to place, but there is no
single radio aid in use that does give

or could consistently give navigational
guidance during the entire distance of
transoceanic or transpolar flights.

For air traffic over populated land
areas, where there is no problem in
locating a sufficient number of ground
stations, short- and medium-range radio
ailds of various types successfully
provide continuous navigational guidance
to contribute to the safety, efficiency,
and economy of air operations. In other
regions that constitute the larger part
of the earth's area, the basic problems
involve geography (availability of land
sites suitable for the location of
navigational transmitters) and radio
propagation (the range required of the
transmissions if they are to reach air-
craft flying anywhere over oceanlc, polar,
and other nonpopulated regions with the
reliability that 1is vital for a naviga-
tional system). Some existing radio
navlgational systems approach a satis-
factory range, but only under certain
limited propagation conditions; at other
times their range falls quite short of the
needs, so that they are really quasi-long-
distance systems. None of these auto-
matically give a direct reading and so are
unsuitable for cockpit use by the pilot,
nor are they omnidirectional 1in coverage.

1. Basic Reliability Considerations

The Navaglobe project started with a
study of the basic problem mentioned
above”. Examination of the globe showed




that there are geographically available
sufficient and suitably related land sites
for navigational transmitters to cover,
ultimately, all oceanlc and polar reglons
with radio positlon-fixing service, provid-
ed that the reliable day-in-and-day-out
range of the transmitters 1s around 1500
nautical miles (2780 kilometers). The
next step was to determlne the general
parameters of 2 radio system to fulfill
that requirement. A detailed survey of
data on radio transmission 1in all portions
of the radio spectrum was undertaken,
considering also the related practical
factors of atmospheric nolse intensitles
and antenna radiation efficiencles.
Statistical studles were made on all these
points of data accumulated over many years
by government agenciles and commercial
communication companles.

The conclusilon,since supported by in-
dependent studies, was that the practical
hope for rellable long-range radio navi-
gation lay in low-frequency operatlon, in
the vicinity of 70 to 100 kilocycles per
cecond. The Internatilonal Telecommuni-
cations Convention has since reserved the
band between 90uand 110 kilocycles for this
type of service . At the same time, very-
narrow bandwidths of the order of 20 to 100
cycles per second should be used. Thils is
not only to conserve channel space, always
a eritical practical problem at low fre-
quencies, but also to produce useable
signal-to-noise ratios at long dlstances
without requiring prohibitively expensive
transmitter powers and antenna sizes.

The orlglnal Navaglobe proposa1,5’6
and the equipment since developed and
tested, conforms to the conclusions of the
basic study, for it was recognlzed that
propagatlonal reliability 1s the critical
element of a long-distance radio navi-
gatlonal system, to which must be added
the usual requirements of equipment
reliability. The Navaglobe transmission
rate of ! continuous-wave slgnals per
second 1s compatible with very-narrow
bandwidth, low-frequency operation, and
yet 1s a fast-enough information rate for
long-range navigational purposes. A major
effort went into designing the system and
equlipment so as to minimize the effects of
atmospherlc nolse generated by local
thunderstorms, which 1s particularly
serious 1in midsummer and near the troplcs.
Such noise 1s generally the limiting factor
in obtaining consistent long-distance
operation of low-frequency radlo circults.
As a further measure to lnsure relliability
and to instill confidence 1n the pilot,
the system provides automatic fail-safe
indications and automatlc calibratlon-
checking indications. A description of
these features and of the general principles
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of operation of the Navaglobe system
follows.

2. Principles of Operation

The Navaglobe ground installation con-
sists of three antennas situated at the
corners of an equilateral triangle, as
indicated in Filgure 1. The antennas are
spaced 0.4 wavelength apart, which
amounts to approximately 3600 feet (1100
meters) when transmitting at 100 kilocycles.
Radjo-frequency power is supplied to the
antennas according to this schedule:
currents of equal strength and phase go
to antenna pair 1-2: then similarly to
antenna pair 2-3; and finally to antenna
palir 3-1. This cycle is constantly re-
peated at a rate of 1 per second. The
timing and switching apparatus for control-
ling this cycle 1is located in a central
hut, which also houses equipment for
monitoring the phase and amplitude of the
currents in the three antennas.

Antenna pair 1-2 produces a radlo
signal with a strength greatest 1in the
directions perpendicular to the line join-
ing the antennas and weakest 1in directlons
parallel to that line. The systematic
varlation in strength along different
directions 1is 1indicated graphically to
scale by radlation pattern AA in Figure 1,
which resembles the figure 8. Patterns
BB and CC, produced, respectively, by
antenna pairs 2-3 and 3-1 are 1dentical
in shape but thelr axes are shifted 120

~and 240 degrees from that of pattern AA.

The net result 1s that three signals,
A, B, and C, are radlated over and over
again, and that the relative strengths
of the three signals are different along
each direction. At bearing 40 degrees,
for example, the relative strengths of
the three signals received 1n time
sequence are as shown to scale in the
upper part of Filgure 2. At the recelving
end, the three signals are 1solated and
applied to a bearing translator circult
that automatically rotates a shaft to a
position that depends on the relative
strength of these signals., Thus a pointer
attached to thls shaft indicates the bear-
ing of the recelver from the transmitter.
From the nature of the overlapping
radiation patterns and the method 1n which
the information 1n the resulting signals
1s utilized, it 1s evident that the
Navaglobe statlon provides omnidirectional
bearing-indication service.

The signal denoted S 1n Figure 2 1is the
synchronizing signal., It 1is radiated
once each cycle from a single antenna
and hence 1is recelved with equal strength
in all directions. It 1s radiated on a



slightly different frequency from that
used for the A, B, and C signals, and thus
1s separately indentifiable 1n the air-
borne recelver., The S signal marks the
start of each transmission cycle and en-
ables the recelving equipment to igolate
and ldentify the A, B, and C signals for
proper application to the bearing-trans-
lator circuits,

The elementary principle of the bear-
Ing translator 18 explained 1n the upper
half of Figure 3, The A, B, and C signals
from the receliver are fed to the designated
stator inductors through gating and
switching circults controlled by the syn-
chronizing signal. Coming from the
recelver In direct-current form, these
slgnal currents produce successive 1in-
dlvidual direct-current magnetic-field
components aligned with the respective
1nductors. The angle ¢ of the resultant
magnetic fleld 1s assumed by the magnetic
needle and depends on the relative
strengths of the A, B, and C signals, and
hence on the bearing from the transmitter
array.

Elementary indicators of the above-
described "ratiometer" type were used in
the intitial experimental demonstrations of
the Navaglobe principle. For thils purpose
a three-antenna transmitting installation
was erected and placed in operation near
Adamston on the New Jersey coast. This
statlion, however, was built for operation
at 150 kilocycles since a channel 1n the
preferred 100-kilocycle band was not
obtainable at the time. Exploratory fileld
tests of system operation with this trans-
mitter were performed in 1951, the re-
celving equipment being installed in a
motor vehlcle that travelled to points at
various distances and directions. While
reception was effected at times as far as
Colorado Springs, Colorado, and the in-
dicatlions were in close accord with the
theoretical calculations, the need for
certaln improvements was indicated, parti-
cularly in regard to the system behavior
under heavy local-thunderstorm atmospheric-
noise conditions. Improvements were
accordingly made in the bearing translator,
recelver, and synchronizing system.

The princliple of the mathematically
equivalent but practically superior
"resolver" form of bearing translator now
used 18 also shown 1n Figure 3. Here the
A, B, and C slgnal voltages from the
receiver's intermedlate-frequency output
pass 1n alternating-current form to the
designated stator inductors under control
of the synchronizing system. In the rotor
or pick-up coil, individual voltages are
successlively 1Induced that depend on the
strengths of the A, B, and C signals and
alcso on the angular position of the rotor

.

coil. An integrating-type square-law
detector (essentially a watt-hour-meter
device) measures the algebraic sum of
these induced voltages over an integral
number of transmission cycles, and 1its
output serves as an error signal to
control a servomechanism. The servo
automatically positions the rotor coill to
an angle ¢ at which there 1s a null out-
put from the integrating detector. This
angle ¢, as before, depends on the
strength ratio of the origlnal A, B, and
C signals and hence on the bearing of the
transmitter array.

To 1nsure that the signals golng to
the bearing translator and detector are
at the optimum level for distortionless
operation of these devices, an automatic-
galn-control circuit 1s provided. Al-
though this circult acts relatively
quickly in correcting the gain of the
recelver as required, it 1s so devised
as to do this without changing the A, B,
and C signal strengths relative to each
other. A flag alarm v/arns against read-
Ing the bearing indicator before the
automatic-gain-control system and the
automatic synchronlizing system have had
time to bring about propew operating
conditions, or when they are prevented
from doing so because of extremely weak,
nolsy, or otherwise unsatisfactory signals.

As remarked earlier, atmospheric
nolse is generally the limiting factor
in obtaining consistent operation of long-
distance low-frequency radio circults.
In Navaglobe operation, such nolse plled
on top of°the signal could mask the proper
strength ratios of the A, B, and C slgnals
and so result in erratic bearing readings.
Nolse effects are minimized by use of
square-law detectlon, very-narrow-band-
width operation., and by signal-amplitude
limiting in the 1initial wider-band stages 1
of the recelver. The effectiveness of
these measures in laboratory tgsts is
demonstrated graphically by the oscillo-
grams shown in Figure 4, Flight tests
through actual thunderstorm areas have
equally demonstrated the antinoise
effectiveness of the improved receiver.
Under the most severe conditions, useable 1
bearing indications are still obtainable
by increasing the reading time. For this
purpose, the bearing translator is switch-
ed to a mode of operation wherein, 1in
effect, 1t examlnes a large number of
cycles of A, B, and C signals before 1t
glves 1ts answer; thls tends to average
out the disturbances caused by noise in
one or a small number of cycles,

A second possible effect of atmo-
spheric noise 1s to obliterate the syn-

chronizing signal and hence incapacitate




the bearing translator even though there
may still be useful information in the A,
B, and C signals. To minimize this effect,
the airborne equipment contains a tuning-
fork oscillator that 1is automatically kept
locked 1in step with the recurring synchron-
izing signals recelved from the ground
station. Should the latter signals be inter-
ferred with because of nolise, the inherent
frequency stability of the tuning-fork
oscillator prevents the airborne timing
cycle from being driven very far out of
phase with the ground transmission cycle,.
Ordinarily, the ground synchronizing

signal may be disturbed seriously for only
a few seconds at a time; the airborne fork
has proved to be stable enough to maintailn
adequate synchronization for lapses up to
nearly a half-hour.

The automatic behavior of the receliver-
i{ndicator circuits with respect to noise
may be likened to the mental action of a
person viewing a noisy signal on an oscill-
oscope; by recourse to averaging and memory
processes, the maximum information avail-
able fromsuch a signal 1s extracted. In
the extreme, should the signals be so bad
as to contain no trustworthy bearing in-
rormation, the automatic flag alarm warns
the pilot, as 1t does 1in cases of equip-
ment malfunctioning.

As a further safeguard and reassurance
to the pilot, it is proposed that each
Navaglobe transmitter will send out on the
hour a special signal pattern that 1is
1dentical in all directions. This pattern
will correspond to a speclal check bear-
ing, say 55 degrees, known in advance to
all pilots. Regardless of where he 1is,
every pilot should observe a 55-degree
reading on his Navaglobe indicator during
this checkling period. Thus the pilot 1is
periodically given simple and effective
assurance that the airborne equipment 1is
properly operative and calibrated.

3. Test-Flight Performance

Equipment operating according to the
principles described above was used in a
program of flight tests performed during
the summer of 1957. A view of the experi-
mental type of alrborne equipment used 1in
these tests 1is glven in Figure 5. This
equipment 1is bulky; the large indicators
were speclally designed for testing,
calibrating, and recording purposes.
(Descriptions of the type of equipment
operating with the same basic circuits but
packaged more compactly for operational
use aboard aircraft are given in the next
section: see also Pigure 10.)

Consistent service out to very-lon
dietances being the indispensable require-
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ment for a long-range navigational alid,
experimental determination of the per-
formance of Navaglobe in thils respect

was the primary objective of the flights.
The summer sSeason was chosen because mid-
summer daytime conditions provide the
severest test for long-distance operation
of low-frequency radlo circuits, and low-
frequency operation 1s conceded to offer
the best hope for reliable long-distance
radio navigation. The Navaglobe equlp-
ment was installed in an Alr Force Type
C-54 aircraft, accompanied by englneers
and observers from the Federal Tele-
communication Laboratories and from the
Rome and Wright Air Development Centers
of the United States Air Force.

For these tests, 1t was decided to
use 100-kilocycle transmissions rather
than 150-kilocycle transmissions, since
all indications are that 100-kilocycle
propagation 1s substantially better at
1500-mile (2780-kilometer) ranges. This
precluded using the Navaglobe station at
Adamston, which 1is restricted to 150-
kilocycle operation by the physical
spacing of 1ts three antenna towers. A
100-kilocycle transmitter and efficient
single-tower radiator were available at

_Forrestport in central New York State.

This nondirectional station was used to
radiate a selection of signal patterns
simulating the cycle of signals that
would be produced along certain specific
directions by a Navaglobe 3-antenna
array. The particular pattern was
changed every hour in a random sequence
not known in advance on board the ailr-
craft. During a 10-minute interval of
every hour, a steady continuous-wave
signal was radlated to permit fileld-
strength measurements to be made.

The flight program included an over-
land phase from New York to California
and return and an oversea phase, via
Bermuda, the Azores, Fngland, and Iceland.
In addition to the round-the-clock
visual inspection of the bearing in-
dicators, oscillographlc monitoring of
the incoming signals, and periodic field-
strength measurements, continuous pen
recordings of the bearing indications
were also made over some 12 days of
testing, partly aloft and partly on the
ground.

A chart summary of the flights is
shown in Figures 6 and 7. Satisfactory
reception of signals and operation of the
bearing indicators was maintained in the
daytime out to beyond Prescott, Arizona,
an% ouft to a polnt halfway between the
southern tips of Iceland and Greenland.
These points are approximately 1800
nautical miles (3330 kilometers) distant



from the transmitter in New York state.
Nighttime operation was observed out to
San Bernardino, California, the limit of
the transcontinental route, some 2000
nautical miles (3700 kilometers); and on
the oversea flight to a point a few

hundred miles southwest of England at which

time daybreak occurred. The latter case
represents a ranFe of approximately 2600
nautical miles (4820 kilometers).

On one portion of the overland flight,

north of El1 Paso, Texas, a violent summer-

thunderstorm area with 1its high atmospheric
noise level was passed; the incoming signal

deterliorated and the bearing indication
fluctuated somewhat, but useable indica-
tions were still produced. Near Greenland
on the transoceanic flieht, the aircraft
flew through a precipitation-static area.
All other radio facilities aboard were
inoperative for over a half hour, but the
Navaglobe signals produced useable bear-
ing indications except for about 7
minutes.

The true nighttime 1imit is not known,

for although the European flight continued
farther, signals from some powerful
European low-frequency transmitters caused
interference while the aircraft was near
the European mainland. Also, it was found
out in flight that some conducted noise
from a local power source on the airplane
had been deteriorating performance. These
facts indicate that the maximum day and
night ranges observed might be bettered.

Undoubtedly winter performance and
ranges would be considerably better, both
day and night, since atmospheric noise
levels are substantially lower in that
season. However, the practical gauge
of a radio navigational system is its
performance under the least-favorable
conditions, in this case midsummer day-
time. A range of 1800 nautical miles
(approximately 2100 land miles or 3330

kilometers) under such circumstances, over-

land as well as oversea, 1is unparalleled
for radio navigational systems, even

those of the nonautomatic-reading type.
Even discounting the probability that
still better ranges may be achieved with
higher transmitter powers and with equip-
ment improvements suggested by experience
during the flight tests, the demonstration
of 1800-nautical-mile (3330-kilometer)
midsummer daytime operation by the experi-
mental Navaglobe equipment indicates that
the system will fulfill with comfortable
safety margin the prime requirement for

a truly long-distance radio navigational
facility, that 1is, sufficient range to
make possible reliable position-fixing
service over all oceanic and polar
reglons.
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4. Airborne Presentation and Installation

This section describes prototype
alrborne equipment that operates with
the baslic circuits and designs proved
in the flight tests, but which is
packaged more compactly and built to
conform to standard Air Force specli-
fications for airhorne electronic equip-
ment. While reliability 1s the primary
consideration for a navigational aid, th
size of the installation, and especially
the simplicity of its use by the pilot,
are important in determining the useful-
ness of any airborne equipment.

In Navaglobe, the numerical indica-
tions required for position fixing or for
following a straight course to or from a
selected ground station are presented in
the simple terms familiar to pilots who
navigate overland by conventional short-
distance radio aids, such as the radio
compass (ADF) or the omnirange beacon
(VOR). That i1s, the automatic Navaglob
meter directly indicates in degrees the
bearing of the observer from the selected
ground station.

In the interest of standardization
and economy of cockpit installation,
Navaplobe bearings may be presented on
the standard meters used for radio-compass,
omnirange beacon, or instrument-approach
(ILS) services; namely the ID- 4y and
the ID-250 meters. The Navaglobe air-
borne equipment has outputs provided
to operate either or both of these
standard indicators; but these instruments
cannot be read closer than within one
or two degrees.

Flgure 8 shows the special Navaglobe
indicator developed for cockpit or
navigator's-compartment use. It is of
standard panel-mounting size with a 260-
degree dial and automatic pointer but
includes an automatic 10-minute (1/6th-
degree) vernier indicator. It also
contains a built-in flae-alarm indicator
to warn against trusting the bearing
iIndications when the signald® or the
equipment operation are unsatisfactory.

The only other item that the pilot
need operate is the chanrel selector
switch that tunes the receiver to any one
of 100-crystal-controlled channels to
select a desired ground station. This
switch 1s on the front panel of the
receiver, which is miniaturized to the
slze of a standard control box and is
installed in the cockpit. Ir this
manner, the complexities and dangers of
a remote-channel-switching system are
avoided. A photographic view of this
recelver, approximately 5 by 6 by 7



snches (13 by 15 by 18 centimeters), 1is
shown in Figure 8.

If the standard ID-250 meter 1s used
to display Navaglobe information combined
with magnetic-compass information (radio-
magnetic-indicator operation), the in-
dicating needle has the property of "point-
ing to the statlon” 1in the manner of an
automatic direction finder, specially
useful for homing toward the selected
gronnd station. If the standard ID-249
meter is used to display Navaglobe infor-
mation, the pilot rotates a knob to select
a given course, as appearing on the
numerical indicator, and uses the vertical
bar (deviation indicator) as a left-right
meter, as in ominirange-beacon or lnstru-
ment-approach-localirer practice. The
deviation-indicator output counld also be
used to control an automatic pilot. It 1s
possible that the ID-?59 or ID-240 would bre
ised by the pilot, and the special Nava-
rlobe meter w.th its built-in 1/6-do,;ree
vernier would be used for its greater
readins accuracy if a radlo operator or
navirator wvere aboard.

On observing the Navaplobe bearing
‘niication, the pnilot immadlately knows
h's direct'on from the selected ground
st1tton. He can fly to or from the station
along this direction by mr*ntainine a
corresrondin- headinr, corroctin~ for wind
drift so &3 to ke~p the Navaglobe bearing
indication constant. 1In the absence of
the complementary d:istance-neasuring
facility that is intended to be added to
the Navarlobe bearing-indication service
(see discussion of Navarho in section 5),
the pilot may use the N1ra~lobe bearing
tndlecatiors to fix h's position in the
same manner as done in radio-compAass or
short-range omniranpge-reacon systems. The
~utstand‘ns ad-antares of Navarlobe over
airtorne direction finders are that Nava-
globe hac an over-~11 instrumental accuracy
5¢ the order of + 1/2 degree, and will
work rellably through severe no.se at
ranges approaching several thousands of
miles regardless of time of day or season
of the year.

The simplicity of the cockpit instru-
mentation and of the navigational interpre-
tatfon of the automatic llava;;lobe readings
makes the system particularly suitable for
use in 2 single- or two-place aircraft, for
direct use by the pilot or copilot. This
feature has a military signiftcance, for
certain types of missions may be carrled
out by long-range alrcraft that carry no
special radio operator or navigator.

The remaining portion of the alrborne
1nstallation consists of the antenna, bear-
ing translator, and power supply. While a
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simple rod antenna may be used, a special
loop antenna has been developed and 1s
shown in Figure 9 without its streamlined
radome. This 1s a shielded loop and thus
minimizes electrostatic-noise pickup, but
1t is designed to operate omnidirection-
ally. The translator and power supply
are each housed in a standard Al-D-size
assembly. A photograph of the complete
airborne Navaglobe 1nstallation (less
antenna), designated AN/ARN-27 (xa-1),
ts given in Flgure 10, Also being
cupplied in 2 special Navaglobe signal
generator and simulator for rapld testing
and calibrating of the complete airborne
installation in the laboratory or in the
field. At present writing, the construc-
tion of prototype models of the AN/ARN-27
(XA-1) and associated test equipment is
completed; after type testing and approval,
which is in progress, a moderate quantity
of these equipments 1s to be furnished to
the Air Force,
5., Navarho

An ideal
fixing would
d.stance and

system for automatlic position-
be one in which combined
bearing indications are pro-
vided for each ground station, preferably
on a single radio-frequency channel., This
s the type of service provided by certain
very- or ultra-high-frequency medium-
range systems operating over land.
Distance indications by themselves also
offer certain navigational advantages.

In recognition of this fact, work 1s
currently being done towards adding dis-

_tance measurement to the long-range bear-

ing system described in the preceding
sections; the complete system has been
named Navarho (pronounced Nava.rho ).

The presently constructed Navaglobe
equipment, ground and airborne, has been
designed for the easy addition of auto-
matic distance measurement at such time
as airborne frequency sources are
sufficiently perfected. The dlstance
measurement involves comparison of the
phase of the recelved Navaglobe signal
with a locally produced signal from a
highly stable airborne frequency
generator. The phase comparison would
be performed during reception of the
nondirectional synchronizing signal from
the ground transmitter.

Such proposals were made a number of
years ago by Federal Telecommunication
Laboratories, where some research work
has since been done along these llnes.

A high-precision oscillator wilth counter
circults was developed durilng 1951,

utilizing a commercially avallable
crystal. This work indicated the
practicallty of distance measurement



throvgh the use of a very-high-precision
crystal clock. Certain long-distance
flight tests made by the Rome Air Develop-
ment Center of the United States Air Force
in 1953 have further substantiated such
expectations.

The problem of adding distance measure-
ment to Navaplobe, resulting in Navarho, is
essentially one of manufacturing in quantity
relatively small-sized crystal units of the
required high stability, wh’ch can maintain
the requisite stabllity under the adverse
¢onditions of temperature, shock, vibration,
andé power-suapply variations encountered in
aircraft. Oscillators w'th such stablility
have been Irn labora%or, usc since the
secont world wvar. 7T..c Rone Air Development
Center now has a contractor working on the
cevelonmnent of such a crystal oscillator
w'th a specified frequency stability of one
~art per blllion over an eight-hour period;
rreliminary results presapge the successful

completion of this development. The
expected distance-measurement accuracy 1is
a function of time and for fast aircraft
i1s approximately 1 percent of range.

Plans r2ll for a "huilding-block"
rranrement whereby alrcraft may be equipped
for bearing measurcment, distance measure-
ment, or both, W'tr co-b*ned indications,
¢ compter for precentins £1y and course
‘nformation ‘n the most direct terms 1s
practical. ‘s regards the airborne in-
ctallation, the 2ddit‘on of a speclal
translator un‘t, constructed along the
lines of known techniques, is all that
would be necessary to enable the present
AN/ARN-27 to provide distance indications.
Present procurement plans of the Air Force
for Navaglobe ground equipment operating
in the preferred and allocated 90-to-110-
kilocycle band include arrangements for
permitting the future addition of the dis-
tance-measuring facility to make a complete
llavarho system.

These planned ground sta*’ons will 11so
be a higher power than the original 150-
ki1loc,cle Navaglobe transmitter at Alamston,
which was rated at 197 kilowatts and had
relatively small antennas. The experi-
mental 129-.!locycle transmiter at
Ferestport radiatel some 6 kilowatts and
with this gave nidsummer daytime rances of
1823 nautical wiles (3720 kilometers) and
nighttime ranges 570 nauticzal miles
("220 illometers) or more. With the planned
increase In radiated power, it is expected
that sill greater ranges and reliability
will be ach'eved. With even the range
demonstrated by the Forestport transmitter,
the entire lorth Atlantic Ocean area could
be provided with position-fixing service
by means of three or four ground stations.
All the oceanic and polar regions of the
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earth could be similarl, cserviced by

some 30 stations, and since the liavaglobe—
Navarho systzm 1s characterized by extreme-
ly narrou-bandwidth operation, there is
sufficient spectrum space for such ground
stations within the allocated 90-to-110
kilocycle band.

These points, coupled with the fact
that the present Navaglobe equipment is
entirely compatible with the complete
Navaglobe -~ llavarho system, indicate that
such a system may well fulfill the need
for a truly long-range complete radio
navigational aid.

The Alr Coordinating Committee (AZC)
of the United States has recognized the
above conclusion through its recently
published announcement that the "USAF-
developed 'Navarho' System appears to
offer the greatest promise” for meeting
the operational requiremengs for long-
distance flight operations’'. The
committee proposes that the United States
complete the development of this system
and perform extensive evaluations both
on the Pacific and Atlantic coasts of the
United States. It further states that
it will invite participation in this
program by alr and marine carriers, both
domestic and international. The com-
mittee 1s currently informing other
nations of 1ts positlon through the
International Civil Aviation Organization
(ICAO) to promote future standardization
cf this system should results of its
evaluation program of Navarho prove to
meet the essentlal operational require-
ments. In this connection, *the United
States Alr Force has been conducting
preliminary demonstrations of NKavaglobe—
Navarho equipment for the benefit of the
Permanent Council and of the inter-
national members of the 5th Session of
the Communications Division of the
International Civil Aviation Organization.
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~  Fig. 2
Operation of Navaglobe receiving system. At the top
is shown the detected signals at the LO-degree
bearing. The synchronizing signal is at S. In the
lower drawing, the receiver detects signals from
the selected ground station and applies them to
the translator, which in turn identifies them,
examines their relative amplitudes, and positions
the indicator to the LO-degree bearing.

central triangle.

3
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SERVO-OPERATED FORM
Fig. 3

Principles of Navaglobe bearing translator. In the
upper drawing is shown the simple vector ratio-
meter, in which the field resulting from appli-

cation of the A, B, and C signals to the respect-

jve inductors gives a resultant field direction

- @ that determines the position of the magnetic

needle. The servo-operated form of indicator shown
in the lower drawing uses a moving-coil indicator
instead of a magnetic needle. It 1s equivalent to

the upper form but operationally superlor.

95



96

Fig. S (rieht
xperimental Navaglobe
equipment used in
flight tests.
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(right). The upper waveform in each case shows the == B i —— :
output when the signal only is applied to the ig. 6
receiver inputs, and the lower waveforms show the Map of transcontinental Navaglobe flight-test route. The black triangle marks
outputs when the signal with noise is applied.

the location of the transmitter. The dashed line shows the daytime portion of
the flights and the solid line the nighttime portion. The maximum range ob-
tained during the day was )0 ‘ ] (3330 kilometers) as shown by
x aximum .. shown at point N was 2000 nautical
; this was the extreme limit of the M3ghiv.
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Fig- 7
Map of transatlantic Navaglobe flight-test route. The black triangle marks the
transmitter site. Dashed line indicates daytime and solid line nighttime por-
tions of flights. The maximum range obtained during the day was 1800 nautical
miles (3330 kilometers), at point D. Point N, 2600 nautical miles (L820 kilo-
meters from the transmitter, shows the maximum range measured during the
night, but this was at the onset of daybreak during the flight. ’

Fig. 8 (left)

The miniature airborne
Navaglobe control box
and receiver is shown
at the left and the
vernier bearing indi-
cator is at the right.
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Fig. 9
Flush mounted airborne omnidirectional
loop antenna for Navaglobe.

Photograph of complete airborne Navaglobe in-
stallation except antenna. From left to right are
the contral box and receiver, bearing tranmslator,

power supply, and bearing indicator.



Robert C. Rosaler
Kearfott Company, Inc.
Clifton, New Jersey

Summary

Although designed primarily as a compass
for polar areas, the N-1 Compass is capable of
operation anywhere. The polar navigational
problem is described, and the operating
principles of the N-1 system, as a solution to
the problem, is presented.

Introduction

Charles E. Lindbergh’s flight in 1927, over
2500 miles of ocean water, was a marvelous
feat. But what is considered even more re-
markable to men of aviation is the fact that he
navigated over this long distance equipped with
only a magnetic compass, augmented by hurried
celestial observations. Yet when he reached
the coast of Ireland, he was only 3 miles off his
charted course!

The art of navigation began when man
first sailed his ships beyond the sight of land.
Man soon learned that on the open sea his only
visible guides were the sun and the stars. He
accidentally discovered magnetism and the
floating needle, and made a compass. When man
began to fly above the clouds, again beyond the
sight of land, he could still depend upon the
magnetic compass for guidance.

Advances and extension in the scope of
aviation brought with it corresponding“advances
in the art of aerial navigation. Over the years,
the magnetic compass was gradually improved
and radio direction finders were developed.
About the time of World War 1 the principle of
the gyroscope was successfully applied. How-
ever, the usefulness of the gyro was limited
chiefly as an auxiliary to the magnetic compass,
to be employed during aerial maneuvering that
tended to affect the accuracy and readability of
the compass. The gyro itself had a tendency to
wander or drift and therefore required frequent
resetting to agree with the magnetic compass
reading. During World War 11, improvements
in magnetic materials and electronic circuit
development permitted a continuous electrical
link or “‘slaving’’ of the gyro to the magnetic
compass. But always there was the ultimate

dependance upon the earth’s magnetic field.

Postwar aeronautical developments and
military considerations extended aircraft

operations to the Polar Regions. Inthe polar
areas, magnetic compasses are relatively
ineffective, due primarily to the weakness of
the earth’s magnetic field. Radio and radar
beacons are few and far between. A dependable,
self-contained compass became an urgent need.
In 1948, the Kearfott Company, working with the
Air Force,developed the answer in the N-1
Compass System.

The Polar Navigation Problem

Before describing the features of the N-1
Compass itself, let us first examine our polar
navigational problem from a geographical point
of view;

The conventional magnetic compass is
always directed toward a particular point on the
earth; i.e., the Magnetic North Pole. The loca-
tion of the Gecgraphic North Pole is determined
by adding a known correction to the magnetic
heading angle; this correction is known as
*variation.” The Geographic North Fole has
always been the traditional navigational
reference. All the meridians converge at the
North Pole.

But consider the problem of the polar
navigator. Here a convergent meridian system
is useless. (Refer to Fig. 1-a). To take an
extreme example, one can observe that to fly in
a “‘Southerly’’ direction from the North Pole can
mean an infinite variety of routes. There is no
East or West, there is only South, and South in
this instance does not define any particular path

A much more convenient system is the
concept of ‘‘grid’’ navigation, which employs a
coordinate system or grid as shown in Fig. 1-b.
The grid axes are parallel and perpendicular to
000° and 180° meridians of the earth. “Grid
North’’ is defined as the direction going toward

the North Pole when at the 000° meridian. One
can observe in Fig. 1-b that a constant Grid

Heading will define a specific path. It can be
proven that flying a constant Grid Heading will
always result in a great circle course, the
shortest distance between two points on a
spherical surface.

A gyro, whose azimuth axis is kept fixed




in space, is fully compatible with the grid con-
cept, for such a gyro automatically provides a
true grid reference, provided its azimuth plane

is kept tangent to the earth’s surface at all times.

The angle of the gyro spin axis referenced to
this plane will be, at all times, the actual Grid
Heading.

However, a gyro whose axis is fixed in
space is not rotating with the earth beneath it.
To be a useful guide then, the aximuth indication
of the gyro must always be corrected for the
rotation of the earth, since all useful heading in-
formation is referenced to the earth itself. This
earth’s rotation effect can be easily understood
by examining Figs. 2-2 and 2-b. In Fig. 2-a the
gyro is shown headed Grid North with the 000°
meridian shown in its position at 12 noon. How -
ever, six hours later, the earth has rotated 90°
as shown in Fig. 2-b. The gyro now has an
apparent Grid Heading of 900. This effect is
usually referred to as ‘‘apparent drift’’, but
could better be described as ‘‘earth’s rotation
effect.’”” The apparent grid reference or Grid
Heading of a gyro located on the equator will not
be affected by earth’s rotation. ““Farth’s rota-
tion effect’’ is a function of the sine of the
latitude where the gyro is located, and as such is
a calculable value.

The principles of operation of the N-1
Compass now can be concisely stated in the
light of the basic navigational problem that we
have just examined:

First, a nearly drift-free gyro to provide
a dependable space reference.

Second, a computing device and indicator
to calculate and correct for the effects of earth’s
rotation and to display the resultant heading on
a suitable dial.

Third, a servo system to keep the gyro
azimuth plane tangent to the surfact of the earth.

Fourth, appropriate electronic circuitry
to permit the system to operate either as a
convertional magnetic-field guided system or as
an independent directional reference, and to
provide power distribution and appropriate con-
trol functions.

Description of the System

Figure 3 illustrates the components that
make up the N-1 Compass System. A brief
description of each of these components follows:
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The Directional Gyro

The Directional Gyro is the primary
directional reference when the system is in
Directional Gyro operation. When the system
is in Magnetic-Slaved operation it acts as a
stabilizing directional element. The gyro-motor
is mounted within an inner gimbal which in turn
is pivoted within an outer gimbal. Figure 4
illustrates the gyro arrangement in elementary
form. The axis of the gyro-motor, i.e., the
gyro spin-axis, points to the reference direction.
A synchro type transducer monitors the position
of the Inner or Leveling Gimbal. Another
synchro measures the angular position of the
outer or Azimuth Gimbal. This synchro delivers
to the rest of the system an electrical signal
proportional to the azimuth position of the gyro.
The gyro spin axis is always kept level in the
«case horizontal plane’’ as follows: Assume
that the spin axis is momentarily off level. An
ercor voltage is induced in the leveling synchro
which, through an amplifier, powers a leveling
torquer motor on the azimuth axis. The ap-
plication of torque on the vertical axis will
precess the inner leveling axis until it is case
level and the leveling synchro signal is reduced
to a null. In this manner, the gyro spin axis is
always kept, on an average, in a plane tangent
to the surface of the earth. An azimuth dial
attached to the vertical axis gimbal is visible
through a window in the upper part of the gyro
housing. This is to enable observation of the
azimuth drift rate during system tests and
maintenance.

The entire gyro is hermetically sealed
and is filled with nitrogen. In addition, the
directional gyro motor itself is hermetically
sealed in a separate container. Random drift
of the gyro is minimized by performing final
balancing of the gyro from the outside, through
the hermetic seal, by means of a Hermeflex*,
a unique rotary-bellows device. The gyro case
is supported in a mounting base by three shock
mounts.

Type C-2 Remote Compass Transmitter

This unit is the magnetic~-direction sensing
component of the compass system when operating
as a magnetic slave compass. It is, in a sense,

a magnetic compass in itself, transforming the
magnetic field vector into electrical signals
proportional to the direction of the magnetic
field. The magnetic sensing element is pendul-
ously mounted so that its average position in the

*Copyright, Kearfott Company, Inc.



horizontal component of the earth’s magnetic
field is normally maintained, regardless of the
attitude of the aircraft. The hemispherical ball
is filled with fluid to damp any swinging of the
element.

Amplifier

The amplifier is the ‘‘/distribution center”
of the system. All the other components in the
System are connected to it. Primary power to
operate the compass is fed to the amplifier and
distributed to the system’s components. In
addition, provision is made for obtaining remote
indications of azimuth data to any other equip-
ments that may require it. Azimuth, Correction
and Leveling signals originating in the various
components of the system are each received,
amplified and transmitted by separate channels
in the amplifier. Economy of space is accomp-
lished in the design by utilizing many channels
for dual purposes. Three channels of the
amplifier and the power supply in the amplifier
are assembled in two chassis, each of which is
attached by one of its sides to a distribution pane!
board. One of the chassis is hinged so that it
can be swung away from the other to provide
access to the chassis components. The two
chassis and the panel board are housed in a
cabinet which is shock mounted by a cradle type
mounting frame. The physical construction is
extremely rugged and is designed for minimum
maintenance under the severest military condi-
tions. Conservative use of tube ratings have
resulted in an outstanding record of maintenance-
free operation.

Master Indicator

The Master Indicator is “‘the flight
instrument” of the system. It coordinates the
data received from the gyro and the computed
corrections, and displays it in useful form to
the navigator. The Master Indicator contains
the correction computer for correcting earth’s
rotation effect, and also generates the remote
synchro signals for operating other equipments,
such as remote indicators, radar or automatic
pilot. Fig. 5 is a close-up view of the indicator
as seen by the navigator. The Latitude
Correction Control Knob, in the upper righthand
corner of the indicator, provides a means for
selecting either Magnetic-Slaved operation or
Directional Gyro operation of the compass
system, and also sets the proper latitude corree
tion rate. The latitude dial is mechanically
linked to this knob. When the knob is rotated
counter-clockwise until the pointer is in the
‘‘off’’ position, the system is then
in Magnetic~Slaved operation. For Directional
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Gyro operation, the pointer is set to the local
latitude of the aircraft. The setting of this
latitude dial controls the correction rate to be
made to the Directional signal. The Synchro-
nizer Control Knob, at the lower righthand
corner of the indicator, provides a means for
quickly synchronizing the indicator heading
pointer with the correct magnetic heading, when
the system is in magnetic slaved operation. It
also provides a means of setting the heading
pointer to the desired heading reference when
the system is in Directional Gyro operation. An
annunciator pointer indicates the proper direc-
tion to rotate the indicating heading pointer in
order to synchronize. The Correction Servo
Indicator is a rotating white dot, which tells

the observer that the proper correction (either
latitude correction or magnetic heading correc-
tion) is being applied to the System. An adjust-
able cam compensator is provided in the back
of the indicator to compensate for transmission
error deviations at 15° points. The entire
indicator is hermetically sealed and filled with
nitrogen. Rotation of the knob shafts through
the hermetic seal is again facilitated by a
Hermeflex.*

Slaving Control

The slaving control is a single degree-of-
freedom gyro whose axis is positioned in propor-
tion to the turning rate of the airplane. During
severe turns of the aircraft, the magnetic com-
pass transmitter may be subject to errors if
the turn is of long duration or at a high rate.
In"addition, because of case leveling of the
gyro, long-duration turns will cause leveling
to the dynamic vertical as determined by the
alrcraft making the coordinated turn. The
Slaving Control electrically cuts off the
leveling action inthe Directional Gyro when the
system is in Magnetic Slaved or Directional
Gyro Operation, and also opens the signal
circuit from the magnetic direction sensing
component (the C-2 transmitter) when in
Magnetic Slaved Operation. As soon as the
aircraft returns to straight and level flight, the
slaving control closes these circuits, returning
the system to normal operation. This unit is
also hermetically sealed and filled with nitrogen.

Type V-7A Gyro Magnetic Compass Indicator

This indicator repeats the compass
reading in a remote protion of the aireraft as
required. A manually operated setting knob is
provided at the front of the indicator for rotating
the dial 360° in either direction without changing
the indication of the pointer itself. A large dial
is employed to assure maximum readability.




This unit is hermetically sealed and filled with
- nitrogen.

Type V-8 Gyro Magnetic Compass Indicator

This is functionally identical to the V-7A
indicator except that the dial is smaller. This
indicator would be employed where less space
is available and a less accurate compass reading
is sufficient.

Principles of Operation

The basic azimuth circuit is shown in Fig.
6 in block form. An electrical signal corres-
ponding to the azimuth position of the gyro is
transmitted by azimuth takeoff (Synchro) B-205
to azimuth control transformer B-302. An error
signal from B-302 positions the Master Indicator
Heading Pointer via the azimuth channel of the
amplifier and azimuth servo motor B-306. The
pointer rotation continues until the pointer indi-
cator matches that of the signal of azimuth
take-off B-205. When the Synchronizer Control
Knob is rotated, a mechanical linkage between
the control knob and the stator of azimuth con-
trol transformer B-302 rotates the stator. This
displaces the output signal of the control trans-
former from null and causes the Master
Indicator Heading Pointer to rotate until a null
is restored in the control transformer. The
angular rotation of the pointer will be propor-
tional to the angular rotation of the synchronizer
control knob.

Directional Gyro operation is shown in
Fig. 7. Correction for earth’s rate is introduced
into the azimuth circuit by rotating the stator of
Azimuth Control Transformer B-302. The
Latitude Correction Control Knob is rotated
until the Latitude Correction Pointer indicates
the desired latitude. This simultaneously

pointer) which in turn is being energized by the
unchanging signal from the Remote Compass
Transmitter. This error voltage will rotate
Azimuth Control Transformer B-302 via the
correction channel of the amplifier and signal
generator MG-301, until the error in B-301 is
nulled. At that time the Master Indicator
Heading Pointer will returnto its position
corresponding to the heading as indicated by the
C-2 Compass Transmitter. During turns of the
aircraft, the Master Indicator Heading Pointer
is servoed rapidly to its new position by the
azimuth circuit.

The correction rate of the magnetic
correction circuit is very slow compared to
that of the basic azimuth correction circuit.
During the passage of the aircraft over areas
of magnetic distortion, this slow correction
rate would limit any magnetic error creeping
into the system. A slow rate also acts to
integrate or smooth out the effects of oscillation
of the magnetic element. The relatively fast
response of the azimuth channel will keep the
Master Indicator pointer at substantially the
same position. As soon as the area of magnetic
distortion or any cause of magnetic error has
been cleared, the servo will restore the Master
Indicator reading to that of the magnetic trans-
mitter. This feature also permits the proper
heading to be displayed during turns of the
aircraft, even when such turns affect the
signal output of the Remote Compass Transmit-

. ter. During very rapid turns of the aircraft,

positions Latitude Correction Transmitter B-307.

The magnitude of the voltage output of B-307
determines the speed of the correction servo
motor signal generator MG-301 via the correc-
tion channel of the amplifier and the associated

feedback circuitry. MG-301 rotates Azimuth
Control Transformer B-302 at a rate corres-
ponding to the latitude set in.

Figure 8 outlines Magnetic Slaved Opera-
tion. The Directional Gyro signal is continually
being monitored by the C-2 Magnetic Compass
Transmitter. Any change in gyro heading due
to drift would momentarfly cause the Master
Indicator Heading Pointer to change correspond
ingly via the azimuth control circuit. However,
this would also rotate Magnetic Detector Contrd

Transformer B-301 (mechanically lirked to
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(exceeding 3° /min.), the Slaving Control cuts
out the C-2 Compass Transmitter and the
leveling circuit of the gyro, thereby reducing
the chances for erroneous indications.

Today many N-1 Compass Systems are
successfully flying in aircraft all over the world.
The drift rate of the system never exceeds 11/2°
per hour. Since this drift is of a random nature,
the average system error over long flights is
much less, being on the order of 1/20.

Air Force Data show a remarkable history of
dependable, trouble-free operation. The high
performance and low-maintenance record of this
system can be attributed to three principal
factors:

1. The use of special electro-magnetic
components such as synchros, servo motors and
tachometer-generators. The characteristics of
the components required for this system were
such that they were not available commercially
at the time the system was designed. Intensive
design-development led to a line of electro-



magnetic components that were sufficiently
accurate and dependable for the requirements of
the N-1 System; as, for example, a synchro
having a maximum error of 5’ of arc, yet having
an overall diameter of only 1 1/16°’. These
required the solution of many problems relating
to the design and quantity production of these high
performance components.

2. The extensive use of hermetic sealing
of all mechanical assemblies. Only a true
metal-to-metal hermetic seal can be depended
upon to keep foreign matter permanently out of
the mechanisms. Oxidizing of the lubricants, as
well as all forms of corrosion, are completely
eliminated by filling the hermetically-sealed
containers with an inert dry gas such as helium
or nitrogen.

3. All azimuth corrections are performed

Fig. 1(a) - Bverywhere you go, it's South.
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upon the azimuth signal rather than upon the gyro
itself. This feature keeps the gyro simple in
construction, free of extra accessories that might
otherwise compromise the gyro’s basic function.
Power input to the gyro is thereby kept at a
minimum.

The N-1 Compass System is a giant step in
the progress of navigation instrumentation. It is
the fore-runner of smaller and lighter direction-
al gyroscope systems of comparable perfor-
mance that are now being developed by the
Kearfott Company for lightweight military and
for commercial aircraft.

The Kearfott Company wishes to express
its appreciation to the Wright Air Development

Center of the U. S. Air Force for permission
to present this paper.
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A 227 MC PULSE POSITION MODULATION TELEMETERING UNIT

D. G, Mazur
Naval Research laboratory
Washington 25, D, C,

Sunmary

Operation and performance of a 15 channel
PPM telemetering unit is described. Designed
for use in medium size rockets and to be com-
patible with existing ground equipment, the
present transmitter has a power output of 10 watts
peak during the 3us pulse. Sampling rate is
noninally 312.5 cps but one channel may be
gated four times during each frame, ylelding a
sampling rate of 1250 cps. Overall accuracy has
proved to be within one per cent and performance
has been excellent in 10 rocket flights.
Commercial units will have increased power and
crystal controlled rf.

Since 1946, the Naval Fesearch laboratory
has been engaged in a program of upper atmosphere
research using V-2, Viking, and Aerobee rockets
launched at the White Sands Proving Ground, las
Cruces, New Mexico. A vital part of this program
has been the continued development of pulse
position modulation telemetering systems which
would meet the exacting requirerents for relaying
basic research measurements. These are accuracy,
reliability and high percentage recovery of noise-
free data.

This paper describes the 15 channel AN/DKT-7
( ) telemetering transmitter (Fig. 1) which was
prinarily designed for use in the Aerobee rocket
and is compatible with existing NRL ground re-
cording stations, the AN/FKR-1( ) equipment.

The specifications of the transmitter are as
follows:

15 channels each with a normal sampling
rate of 312.5 cps.

Overall intelligence rate 4700 samples
per second.

Input range O to 5 volts positive,

RF pulse width 3 microseconds,

RF frequency 227 mc.

Peak power output during the pulse 10 watts.
Channel deflection range 150 microseconds.

Accuracy within 1% relying on in-flight
calibration.
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The transmitter has 15 input or data tubes,
each data tube containing a triode-duo diode in
its envelope. The triode gsection essentially
acts as a cathode follower with the data to be
transmitted connected to the grid. When either
diode plate is held sufficiently positive however,
the current flow to the diode plate raises the
cathode of the tube to a point where plate current
cutoff results (Fig. 2). Appropriate gating
voltages on the diode plates thus permit the
triode sections to be turned on and off in
sequence, The sequence is achieved by using
combinations of a scale of 16 counter outputs
as gating voltages. The resultant data current
for a given input is collected at a common point
and transformed into a voltage which is compared
to a sawtooth to provide pulse-width modulation.

The gating is done in two steps, First,
every fourth data tube has its plate tied to-
gether, that is, channels 1,5,9,13 have a common
output. In similar fashion channels 2,6,10, and
14 have a common connection. There are four such
groups, the last one having only three data tubes.
Simultaneously, the first channel tube of each
group is allowed to conduct for 800 microseconds,
This is achieved by having the diode plates of
these tubes at ground potential during this
period. Then the second channel tube of each
group is allowed to conduct for 800 microseconds,
and so on.

Fech of the four groups is connected to its
own collector tube which is, in turn, gated in
gimilar fashion. However, the collector tube
gating is such that the first tube of the first
group conducts, then the first tube of the
second group conducts, and so on. Fig. 3 shows
a mechanical analogy of the commutation process.
By means of this cascade arrangement, sequential
turn-on of the data tube current is obtained;
and, by tying the collector plates to a common
resistor, the current derived from the voltage
applied to each channel may, in sequence, in-
fluence the operation of the pulse-vidth
modulator,

Fig. 4 displays the interconnections of
the data and collector tubes and the gating
combinations which are applied to the diode
plates, The potential at the plate of the data
tube is set by the grid potential of the collector
tube, which is fixed. This permits the tube to
act as a cathode follower during the sampling
time.



The gating is done using the complementary
outputs (Fig. 5) of a scale of 16 triode counter
in various combinations. ZFach data tube has its
diodes connected to the scale of 8 and 16 counter
outputs while each collector tube has its diodes
connected to the scale of 2 and 4 counter outputs.

It should be noted that the maximum time
alloted for each channel is 200 microseconds.
spacing is derived from a free running 5 Ke Clapp
oscillator., The oscillator drives a thyratron
repetitive sawtooth generator arranged to both
generate a sawtooth and simultaneously a counter
drive pulse. The counter triggering pulse occurs
in coincldence with the discharge of the sawtooth,
giving synchronism between the switching of the
data tube current and the use of the sawtooth,

Pulse-width modulation is accomplished in a
regenerative, diode-coupled, voltage ccmparator
cireuit (Fig. 6). The sawtooth is coupled into a
pentode and causes its cathode to rise. Meanwhile
the triode has been conducting and its plate is
low. The sawtooth eventually reaches an amplitude
sufficient, when coupled through the diode, to
raise the cathode of the triode and initiate cut-
off. This cutoff is regeneratively aided by the
plate voltage drop of the pentode coupled back
to the triode. The triode remains cut off until
the sawtooth discharge, when initial conditions
reassert themselves. The data current is intro-
duced into the plate grid coupling network and has
the effect of modifying the voltage at which the
triode will be cut off, Llarge data currents will
lower the grid potential of the triode, and result
in turn-off at lower values of sawtooth voltage.
Conversely, small data currents will raise the
triode's grid potential, and result in turn off at
higher values of gawtooth voltage. In practice,
the sawtooth voltage and an adjustable resistor in
the triode grid circuit are varied so that there
is a finitely wide triode output-pulse for each
channel tube at zero input.

Of the 200 microseconds alloted for channel
spacing, only 150 microseconds are used for full
voltage modulation. Part of the remainder is
then left for the finite channel pulse widths,
or guard bands, and part for the deionization
time of the sawtooth generator. In addition some
of the period has to be wasted due to poor rise
time of the switching currents.

A data tube may have its sampling rate quad-
rupled by removing the connections from the scale
of 8 and 16 counters, normally tied to its diodes,
In this fashion, the data tube conducts four times
during each frame instead of once. Of course,
the remalning three data tubes which are normally
connected to a common point must be removed,
and the single high speed channel conducts
during its own as well as their time period, If
channel three is made a high speed channel, con-
duction will occur during periods 3, 7, 11 and 15.

This
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Thus at a sacrifice of three channels, a high
speed channel may be created with a sampling
rate of 1250 cycles. It should be noted that
thils is not the same as connecting four normal
channels to the same input; since, due to
variations in channel guard bands, four normal
channels would have different zero positions,
while the high speed charnel has the same zero
each time it conducts. FKemoval of the 8 and
16 counts is easily effected by clipping the
diode pins of the data tube., Kecording of the
high speed channel must be done in special
fashion using an oscilloscope with a repetitive
synchronized trigger in order to gain the ad-
vantage of  the increased sampling rate,

The pulse-width modulation output of the
voltage comparator circuit is differentiated and
mixed with frame synchronization pulses in a
common stage,

The frane synchronization, necessary for
locking the ground decoding and recording equip-
ment to the airborne pulse pattern, is obtained
from a triple pulse code consisting of three
pulses spaced approximately 7.9 microseconds
apart. The charecteristics of this code was
dictated by the design of the ground equipment,
which had already been in existence when the
AN/DKT-7( ) unit was developed. The generation
of the triple pulse in the transmitter is ad-
Justed to occur 100 microseconds following a
channel reset. The delay prevents the possibility
of any data pulses combining together so as to
give a false synchronization, and gives the ground
station a clear period where nothing but the
synchronizing signal is being transmitted.

The mechanism of synchronizing code genera-
tion 1is initiated by the s€ale of 16 positive
counter output. Prior to this time all of the
counter tubes are in the reset position, and this
condition occurs once every 16 driving pulses.

The scale of 16 positive output triggers a
phantastron delay generator which is adjustable

to 100 microseconds. Its output pulse is then
connected to trigger a self-restoring multivibra-
tor having in the plate of the normally conducting
tube an IC resonant circuit., Upon being trig-
gered, this conducting tube shuts off and shock
excites the LC circuit into oscillation, producing
a damped sine wave whose peaks ars separated by
7.9 microseconds. Constants of the multivi-
brator may be varied to produce two, three, or
four cycles of the sine wave before restoring
itself. The sine wave is then shaped into pulses
and mixed with the differentiated pulse-width
modulation output in a video amplifier stage,

Since the whole channel period following
counter reset is used for the triole pulse, only
15 intervals remain for data pulses. The second
interval is called channel 1, the third channel
two, and so on.




The combined video is fed to a blocking
oscillator having a three microsecond delay line
in its circuitry to shape the pulses, A self
excited Colpitts oscillator operating at 227 me
is grid pulsed by the blocking oscillator output.
A simplified version of the rf oscillator is shown
in Figure 7. Driving pulses are applied to the
grid and overcome the self bias developed by
previous pulses. The time constant is adjusted
to maintain the oscillator in the off position
between pulses, and in the absence of modulation
the oscilla'or will squedge at a low rate. The
output RF pulse is nearly square, Peak power
during the pulse is 10 watts with an average power
of 0.2 watts.

The accuracy of the AN/DKT=7( ) unit is
enhanced and maintained by use of in-flight cali-
bration. The transmitter provides a source of
constant current to the calibration circuitry
(Figure 8)., This source consists of a regulated
cathode follower having its grid potential,
as well as its plate potential, set by voltage
reference tubes. An adjustable resistor, located
in the calibrator and connected in series with
the cathode of the cathode follower, permits
10 zilliamperes of current to flow through five
precision 100 ohm resistors, resulting in one
volt tap points from zero to five volts,

The calibrator itself (Figure 9) consists of
a motor-operated set of cams controlling micro-
switches which in sequence, disconnect the data
from each channel. The channel is then connected
to a commutator which samples the six precision
divider tap points, A complete calibration
period for each channel lasts for one-third
secord and during this period every channel has
applied to it zero, 1, 2, 3, 4, and 5 volts
briefly. All 15 channels are calibrated in
sequence and it is possible to delete calibration
of any channel if so desired, The calibration
cycle repeats itself every 16 seconds and about
two percent of the data is lost during calibration
time. The circuitry is stable to much better than
one percent over widely varying conditions of the
input voltages.

Primary power sources for the unit are ob-
tained from an eight tattery which furnishes
filament voltage, and a twenty-eight volt battery
~hich runs both a dynarotor and the calibrator
motor., The dynamotor supplies a nominal 320 volts
DC which is dropped in successive stages to pro-
vide suitable plate voltages for the various
circuits. Susceptible circuits are operated from
a regulated 150 volt bus.

The size of the transmitter is approximately
9" high, 9" wide, and 12" deep. It is housed in
a pressure tight case, all vanel holes being sealed
with gaskets or O-ring seals. AN connectors for
power, control, and input leads are mounted at
right angle to the front panel to conserve in-
stallation space. The transmitter weighs 18 pounds,
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the external calibrator 3} pounds, and when
powered with lead acid batteries, the complete
installation, less antenna and interconnecting
cables, weighs about 43 pounds. Use of Silver-
cels instead of lead acid batteries reduces the
overall weight of the equiprent to about 32
pounds.

The unit is fabricated of aluminum and
consists of two decks hinged together in back
(Figure 10). Interdeck wiring is connected
through a plug and receptacle arrangement with
an extension cable being used for servicing in
the open position. The premodulator deck, con-
taining the cormutation and timing circuitry,
is fastened to the bottom of the front panel;
while the pover deck is hinged to it and has
mounted on it the blocking oscillator, the RF
oscillator, and power circuits. The front of the
power deck is secured to the front panel by a
captive screw, Miniature turrets, attached to
the tube sockets, support most of the electrical
components of the prerodulator deck. This tyve
of construction, although a bar to quick re-
placement of all components, permits maximum
utilization of the space. All tubes are of the
miniature type with exception of the RF oscillator
where a subminiasture is used. The cdecision to
standardize on miniature tubes was based on the
necessity for using a miniature triode duo-diode,
the ease of replacement of most tubes, and the
emphasis placed on reliability.

Heat conduction in the premodulator portion
is aided by the use of heavy T-plate type con-
struction shown in Figure 11. This helps elimirte
any source of hot spots and is conducive to an
even temperature throughout, Heat is conducted
through the T-plates to the front panel and therce
to the mounting structure. No shock mounts are
used in or for the equipment, although the pre-
modulator deck tubes are retained by aluminum
plates which have sponge rubber spacers between
them and the tube tops.

Detailed performance analysis was made of
this equipment subsequent to its design and
construction. The following electrical
characteristics are some of those checked:

1. 5 ke oscillator drift /£ 1 cps with 10
volt plate variation, /4_ 5 cps drift with
heat, operating 15 minutes in the case.

2. Modulation linearity within 1% of a
straight line up to four volts and within
2% from four to five volts.

3, Maximum crosstalk about 0.5 microseconds
or 0.3% of the total deflection.

4. Channel noise or jitter is less than
0.3 microseconds or 0.2% of the total
deflection,



5. Calibration accuracy is within 0.2% using
0.1% calibrator divider resistors.

6, Variation of pulse position with varying
input impedance is in the order of 0, 3%.

7. Normal channel tine constant is 500
microseconds,

8. Repeatability, obtained by plotting
successive calibration points throughout
several rocket flights, is within 3%.

9, Pulse position drift with heat over a 15
minute reriod is held to within 1l%.

10. Overall accuracy is about 2% without
flight calibration and better than 14 with
flight calibration,

11. Overvoltage nrotection is not required
for negative voltages, aid only reguired for
nositive voltages in excess of five or six
times the normal input voltage range,

12, Battery operation time is 44 minutes on
lead acid batteries ané 38 minutes when
powered with Silvercels,

The AN/DKT-7 ( ) transmitter has been flown
in ten Aerobee rockets, A tynical nose install-
ation is shown in Figure 12, Peak altitudes of
these rockets have ranged fror 50 to 2€ miles
dependent on the instrumentation vayloads, Maxi-
nun accelerations encountered are approximately
15 G, There have been no failures to date.
Recovery of completely noise-free data has been
better than 96% of the total flight time on each
flight, with most of the losses occuring as the
rocket rose through the launching tower, as a
result of antenna shadowing. I.. all instances
every transmitter premared as the flight trans-
nitter has been flown, and in no case has a snare
transmitter been resorted to at the last moment.

This equipment is now in cormercial pro-
duction by General Electronics laboratories, Inc.,
Boston, Massachusetts with the nomenclature Al/
DKT-7(XN-1), The commercial unit is shown in
Figure 12, The XN-1 version is aonroximately
the save size and weight, as the PEL transmitter
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and utilizes the same tyre of construction. The
premodulator deck is identical; however, the rf and
blocking oscillator circuits have been redesigned
to afford crystal control operation, higher peak
power output, and minimur spectrum radiation, The
XN-1 units employ a 5687 trigper amrlifier and
tlocking oscillator, and a 5687 modulator amplifierx
A 5703 1s used as the overtone crystal oscillator
at 75.£33 mc. and is trinled to 227.5 rc using
another 57C3., A third 5703 tube constitutes a
driver stage feedirc¢ two €021 tube pust. pull rf
anplifiers, The tripler, driver, and firal amp-
lifiers are plate pulsed by the 5€87 nodulator
a:plifier. In all other respects the normal tube
complerent of the AN/LIT-7( ) is used,

Peak nower output of the XN-1 unit is better
than 40 watts and pulse shapirg has b en en; lcyed
to reduce radiation at points 1,5 mec and beyond
from the carrier to 30 db. belcw that of the
carrier, These urits are now coming off the
production line and are to be used operationally
starting in liay.

Two versions of the AN/LLT-7 transrmitter
have been described, The KL units have had
excellent performance in ten herctee flights,
nroving to be reliable, accurate and rugged. They
have transmitied data to better than ore percent
accuracy with good noise-free cortinuity in rocket
flights reaching up to 8¢ miles in altitude, The
commercial units are cesigred to retain all of thre
desirable characteristics of the original trans-
nitter and, in addition, satisfy rocket range
requirements ror frequency stability and minimrum
car;ier spectrum used. The higher output power
should result in the same safety factor of signal
to noise up to 190 riles,

The developrent and production of the AN/Dkt-
7( ) transmitter was carried on under the direction
of J. T. hengel, Those respor.sible for the design,
cevelopment, constructior, and field use of this
unit were X. M, -Uglow, N, K, Best, h, lowell,
R, rreudberg, J. B. Flaherty, J. Y. Yuen,
L. F. Schmadebeck, and the author. Operational
assistance has been rrovided in all rocket flights
by members of PSL, New lMexico College of agri-
culture and Mechanic Arts under contract to the
ilaval Kesearch Laboratory. =
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Fige 1 - AN/DKT-7( ) transmitter.
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Fige 13 - AN/DKT-7 (XN-1) transmitter.

Fige 12 -~ Typical Aerobee nose installatinn,

CRYSTAL CONTROL LOW DISTORTION FM TELEMETERING TRANSMITTSR
R.E. Rawlins
Lockheed Aircraft
Electronic Research Laboratory
Burbank, California

(Abstract was not available at the time of publication.)
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A CRYSTAL CONTROL FM TELRMETRY TRANSMITT R

Foster N. Reynolds
Dnstern Representative
The Relph M. Parsons Company
Pasadena, California

One of the greatsst sources of trouble and
confusion in present day telemetry systems is
onused by oarrier drift of the airborne radio
frequenocy tranemitter. Reactance modulated units
have been used for several years primarily
because of the faot they provide a simple and
economio method of obtaining relatively linear
and wide band FM modulation. It aleo permits
anploying a high frequenocy oscillator as the
primery source of RF signal w~hich in turn
eliminatos the necessity of a large number of
stages of multipliocation.

Thie type of modulation is inherently good
except that by the very nature of & self-axoited
osoillator a tendency toward ocenter frejuenoy
inetability is inourred. It is pointed out that
practically all envirommental oonditions to whioh
such a unit is subjected have at least a seocond
if not a firet order effect on the normal operat-
ing frequency.

Thie
in a vast
receiving

detrimental charaoteristio has resulted
apount of engineering in the ground
stations in order to obtain e ocoapati-
ble radio link. Such things ae automatio
frequency oontrol and panoramio adaptors have
been the end result. Automatic frequemoy control
in partioular not only compliocates the circuitry
of the ground receiver but introduces a finite
amount of distortion and intermodulation.

Presant reetriotions on the frequenoy spec-
trum normally amployed by telemetering systeme
have in the past necessitated either time sharing
of operations or the reduction of the number of
tosts made at e partioular location. It has
always been assumed that the maximum bandwidth
roquired for a normal telemetry RP channel is 250
kKilooycles. The drift of the self-exoited type
of transmitter inoreases this by an apprecisble
feaotor since, if overlapping and interference are
to be eliminated, the maximum possible drift must
also be taken into account when units are
employed in multiple operation. Servicing and
operation of such a transmitter are also a
problem due to the faoct that drifts in center
frequency during pre-flight calibration require a
considerable amount of searching with the radio
receiver in order to determmine the opersticamal
status of the unit.

The development of this new transmitter wae
undertaken with the thought in mind of attempting
to eliminate as meny of theee undesirable charsc-
teristice as possible. The obvious solution to
the drift problem is to employ s quarts orystal
as the primary frequency determining elememt.
Phase modulation was oonsidered, but it has
several distinot disadvantages. The mumber of
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osocillator frequenoy multipliocations whioch are
necessary to obtain the desired bandwidth requires
an excessive mmbder of vacuum tubee and conse-
Quently produces a rather ineffiocient and oomplex
power oonsuaing device. A second major objeotion
is the modulation frequenoy response characteris-
tiocs. Treansaitters of this type inmherently tend
to fall off in response with a given amount of
input sigoal voltage et the lower end of the audio
frequency speotrum. This is highly undesirable in
the case of telametry transamitters since severd
of the suboarrier oenter frequencies lie between
300 and 1700 oyocles per second.

An slternate systes of modulation which at
first seemed to provide the simple solution to the
problem of orystal oontrol and flat modulation
charsoteristics was that of employing an sirbdborne
frequenoy disoriminator as a portion of a olosed
loop compensating feed baok system. The dis-
oriminator produced an error voltage proportional
to the center frequenoy drift of e normally
resotance tube modulated osoillator. This error
voltage generated in the disoriminator was trane-
sitted through & low pass filter to the supressor
grid of the resotance modulator tude. The net
result, therefore, is that should the tranemitter
have s tendenoy to drift, a oorreotion signal feed
back into the osoillator modulator provides a
compensa ting sero frequenoy oorreotion. The
problemn then srose of stabilising the disorimina-
tor so that its drift 4id not produce an effeot
similar to a normal drift in the tressmitter
osoillator. This was acoomplished by linking the
two ooile of the disoriminator together. This
series link had as s portion of its oirouit e
quarts orystal which aoted essentially as a band
psss filter resulting in the disoriminator being
clamped by & very low impedance shunt when the
tranmaitter carrier frequenoy was equal to that
of the orystal frequemoy. This partiocular solu-
tion proved very effeotive but due to the
complexity of adjustment of the disoriminator it
was rejeoted.

The alternate solution resulted in the
perfecting of s mixing end disoriminating oombina-
tion whereby the ocutput of a orystal osoillator
is mixed with the ocutput of a resctance modulated
osoillator. The differential signal is then
disoriminated and, ss in the previous osse, a sero
frequency correction is fed back to the resctance
modulator tube through an RC low pass filter.

Pigure 1 1e e oirouit diegrea of the
finished unit. The self-sxoited osoillator is
oconnected as an eleotron-ooupled Bartley osoil-
lator and is adjusted over a frequemecy range of
26.875 to 29.376 megacyoles. This frequenoy is
doubled in the plate oirocuit of the oscillator
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and then doubled twice again in the seocond and
third doubler driver. The frequency feed to the
grids of the power amplifier is thus eight (8)
times the frequenoy of the self-exocited osoillator.
The final amplifier is a standard push-pull oross
neutralized triode amplifier stage. Frequenoy
multiplioation was not employed in this final
stage 80 that a maximum power output oould be
obtained. The output oircuit is matohed to a

51.6 ohm load, but it may be adjusted with a trim-
ming capacitor loocated in the transmitter to
pormit effioclent operation with antenpms that vary
within reesonable smounts from this figure. Pi-
seotion filters are also built into the supply
leads to minimize radio frequenoy radiation frem
the power ocable. (Complete trensmitter shielding
is employed to oconfine stray fields to the inside
of the oase. Additional output power in excess of
‘our (4) watts may be obtained by employing & 200
volt plate supply at the expense of some tube life.
Five (6) watts have been delivered to & dummy load
for periods of several hours with no apparent over
heating or tube damage. All of the ooils exocept
the final doubler coil and the final smplifier
ooils are slug tuned. Thess two are self-support-
ing and tuned by variable oapacitors to provide a
maximum offioiency at the higher frequenoies.

Modulating signals having a meximum ampli-
tude of 0.25 volts RMS are applied to the grid of
the reaotance modulator tube through a series RC
combination whioh offers a low impedsnce path for
the modulating signals., As the modulating signal
varies in amplitude the reaotance modulator aots
as a variable cepacitor oonnected across the
oathode tank oirouit to the osoillator-mixer-
doubler. The bypass condenser in the resotance
modulator input oircuit provides an RF short to
ground and this assooiated network also produces
the proper time oconstant for the frequenoy oontrol
'olt‘"o

A wide range of plate supply voltage may be
used on this transmitter without variation of the
oarrier ocenter frequenoy. This is acoomplished in
part by providing a oathode stabilizing voltage to
the reaotance modulator tube. It is obtained
through & dropping resistor network from the B+
lead.

Frequency stabilization is realized by
comparing the output of the variable frequency
osoillator after doubling with the output of the
orystal controlled osocillator. The resulting
difference frequency is fed to a disoriminator
circuit, the output of which is combined with the
moduletion signal and returned to the grid of the
reactance modulator. 'An integrating circuit is
employed in the output of the discriminator to
prevent degeneration of the modulating frequenoy
above 100 oycles per second and to providea path
for the DC ocontrol voltage. The Miller circuit
of the crystal osoillator uses s third overtone
orystal. The output of this osoillator is 5
megeoyoles less then double the frequency of the
self-exoited oscillator and mixer. The single
tube labeled osoillator mixer-doubler not only
acts ‘as an osoillator and doubler, but also as a
nmixer for its own output end the output of the
orystal osoillator. The difference frequency of
these two oscillators after doubling of the self-
excited frequency is 5 megacycles and it is this
signal that is fed to the airborne discriminator.
Should the 5 megacycles signal received by the
discriminator vary somewhat due to drift in the
self-excited oscillator, a positive or negative
output depending on the direction of drift will
be developed by the discriminator. This voltage
then is applied to the reactance tube grid which
produces the capscitive reaotance necessary to
return the unit to the proper operating frequency.
The integrating network on the dutput of the
discriminator also prevents the application of a
correction signal to the reactance modulator in
the presence of a higher frequency input modula-
tion voltage.

Figure 2 is a photograph of the transmitter
in its normal operating container. Power connec-
tions and primery frequency adjusting elements
are all provided at one end of the unit. Other
controls which may have to be adjuated if the
crystal frequency is changed sre available from
the top.

Figure 3 is an exploded view of the unit with
the outside metal cover removed and the top to
which the spring type tube shields are oonnected
placed in a position directly above its normal



Figo 2

location. These tube shields were especially
designed for this transmitter and they contain e
bronze liner placed between the tube envelope and
the inner wall of the shield, thus providing
excellent mechenical rigidity, as well as very
good heat conduction from the tube to the shield.
It may be noted from this figurs that all tubes
ere of ths replacesble plug-in type and are not
soldered into terminal boards, thus assuring a
minimum of labor required during meintenence.
crystal is also of the plug-in veriety.

The

The carrier of the transmitter is stable
within + .01% of its center frequency under all
environmental conditions and the modulation
response is flat within 1.5 db from 100 cycles
per second to 100 kilocycles per second. The
maximum harmonic distortion introduced under all
operating conditions is less then one per cent.
The unit employs six subminieture plug-in type
vacuum tubes which allow e normal output of 3% to
4 watts carrier between 215 and 235 megacycles.
The volume of the unit is approximately 19 cubic
inches and the weight is 14 ounces. The maximum
deviation with 0.2 volts RMS input is + 125
kilocycles with an input impedance of 500,000 ohms
shunted by 60 micro-micro farads cepacity.

Supply volteges are of standard velues. The
heater requirement is 26.2 volts DC + 10% at e
current of approximately 300 milliemperes. The
B+ voltege is normally 180 volts DC at 136 milli-
amperss, although this may be veried depending on
the amount of power outpu* at which the unit is
operated. An output impedance of approximately
51.5 ohms through & tuneble link is provided, end
e maximum of + 150 kilocycles deviation can be
obtained before the lineerity specificetions are
oxcesded.
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Fig. 3

The overall dimensions of the transmitter
ars five (5) inches by one and e half (12) inches
by two and & half (25) inches, and it was designed
to present a maximum resistance to vibration,
shock, accelerstion, and temperature changes.
Vibration elong any exis produces less than one
(1) kilocycle deviation in peek carrier frequency;
a shock of 60 G for 11 milliseconds along eny
axis will ceuse a peak noise of less than 10% of
the normel modulation bandwidth; an acceleration
of 60 G along any axis results in less then 1%
bandwidth variation in the output signel; and
temperature varietions from - 209 to +85° Centi-
grade at altitudes from O to 75,000 feet do not
affect its operation.

The tubs component consists of one (1) Type
6111, one (1) Type 6153, and four (4) Type 5718
subminiature tubss. An additional adventegs to
this systam of modulation and stabilization is
that pulse rashaping eircuits are not rzsquired in
the ground stetion equipment when the treansmitter
is employed as & portion of a PWM telemetry
system.

The engineering on this transmitter was done
by Mr. James F. Lawrenca presently of The Ralph
M. Parsons Company, Pasadena, Celifornie. Nr.
lLewrence has had experience as & project enginecer
for Hoffman Laboratories in VHF and UHF communi-~
cation equipment and with both MG! Studios and the
University of Southern California in these same
fields. He has also obtainad both en AA in
enginnering and a BE in elsctrical engineering
from the University of Southern California.



HIGH GAIN ANTENNA SYSTEM FOR MULTIPLE OPERATION

James B, Wynn, Jr.
R.C.A, Service Co., Missile Test Project
Air Force Missile Test Center
Patrick Air Force Base, Florida

Introduction

Back in 1942 and 1943 when radio telemetry
was first showing the practicability in the struc-
tural flighting of military aircraft, the concept
was for local operation. By that, we mean that a
flight test vehicle operated within the range of
a receiving station to record the entire flight
program., Perhaps mor= than one receiving station
was utilized to prevent complete loss of data if
one station failed, but in any event, we were con-
sidering the entire mission being performed with-
in the range of a receiving station regardless of
the quantity required for backup purposes. Today,
we are considering a test range of at least 1,500
miles in length and under these conditions, it is
necessary to have a complete network of receiving
stations in order to provide continuous data co-
verage, The transition made during this period
has been from local operation, to a network op-
eration whereby data may be continuously and
sequentially collected through many separate
stations and fumish accurate correlated data in
terms of the function and time.

The need for high gain antenna systems at the
receiving stations quickly became apparent., Quite
obviously, the basic necessity for a network of
stations was based upon the fact the flight tests
had extended beyond the possible coverage of a
single station. This paper will describe a high
gain antenna system that has resulted from the
needs of network operation and long range flights,

General Description

The first solution one would propose to ex-
tend the transmission range of radio telemetry is
rather academic. We should use a frequency suit-
able for long range transmission, use a high power
transmitter and high gain transmitting arrays,

The frequency range of radio telemetry we are con-
cemed with at present is in the lower portion of
the 200 megacycle region. This band has been as-
signed by the Defense Department and the FCC so
that no choice exists, As to the transmitting
components, we should take a closer look at the
limitations,

In the applications of radio telemetry many
severe restrictions are placed upon the airborme
equipment contained in the test aircraft, missile
or projectile. In this case, it is the trans-
mitting components that are airborme. The trans-
mitter and associated modulation components must
be minaturized, ruggedized and require relatively
little power so that they may be installed within
a small compartment aboard a missile, survive the
high accelerations and vibration, and add little
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load to a limited power source. This limits the
power output to moderate values. In addition, an
omnidirectional antenna patterm is desired from

an antenna that is not permitted to alter the aero-
dynamic characteristics of the test vehicle., Need-
less to say, many of the pattems are poor due to
compromise., After considering the limitations im-
posed upon the airbome transmitting package, it
should be apparent that wherever possible, we must
consider improvements in the ground receiving sta-
tions in order to compensate for (a) relatively
low power and (b) poor antenna patterms. Most of
the airborne equipment is expended in the tests so
that from an economic standpoint, refinements
should be incorporated in the receiving stations
whenever possible.

It is encouraging to find that the application
and facilities associated with the receiving sta-
tions do not impose very strigent restrictions
upon the receiving components configuration and
power requirements, Air-conditioned buildings per-
mit the use of well designed rack mounted equip-
ment with regulated power circuits available where-
ver required. High gain tracking antennas may be
installed for most efficient operation. However,
the sites available for the location of receiving
stations were limited and from an economical view
point minimum coverage overlap should be provided,
The actual sites selected in this instance were
low flat islands throughout the Bahamas and cover-
ing the distance between the central east portion
of Florida and Puerto Rico. The elevatidn of these
sites above sea level is relatively small so that
little benefit is derived from receiving antenna
height.

The most significant and also the most widely
used components in the receiving telemetry systems
are the antenna system, receiver and magnetic tape
recorders., Considerable advancements have been
realized during the recent years in regards to
both the receivers and magnetic tape recording
equipment. Early missile projects started out
using a 2% tum helical antenna with an effective
ground plane diameter of approximitely one wave-
length. The application of helical antennas to
the radio telemetry field occured during the later
part of the 40's,

Recelving Antennas.

In considering the basic parameters for a
radio telemetry receiving antenna, it should be
pointed out that flight maneuvers such as high
angle dives, rolls, and sometimes the unpredicted
tumbling and self destruction often causes the



angle of polarisation of the transmitted signal
to rotate 360 degrees or more during a short
period of time. A very definite requirement thus
exists for a receiving antenna which is not sensi-
tive to the angle of the field components and
possessing broad band characteristics. In con-
sidering the antenna requirements, the selection
of the helical antenna was most appropriate, How-
ever, the physical construction of a helical an-
tenna makes it both awkward to handle and quite
bulky. Not to imply that all other types of rec-
eiving antennas are of simple design, but since

a helix is comparable to a glant corkscrew which
should be supported at only one end, it does pre-
sent many design problems,

For many of the flight programs, it was cal-
culated that a receiving antenna sys*em having
considerably more gain than the relative low
gain of about 6 db beins realized from most of
the helix antennas being used. For this reason,
several projects were initiated to provide a
receiving antenna system of 30db gain. The pur-
rose of this paper is to present the overall
management, objectives, equimment developed and
status of a wide band antenna system to provide
30 db gain at an extremely low noise level, Pri-
mary breakdiown of the project was in two separate
parts, namely, development of an improved antenna
ani development of & wide-bund low-noise pre-
amplifier. Refinements that have resulted from
this work and will be covered briefly are remote
tracking and multicouplers,

Antenna Specifications.

Perhaps it is appropriate at this point to
corsider in detail the specifications establish-
ed for the new helical antenna., First, it is
worthwhile to mention a few of the practical pro-
blems of construction, application and handling
that the engineering group had to weigh against
theoretical ideals, Under construction we nust
consider the materials, tooling and assembly
techniques available. Ajplication calls for a
review of environmental requirerents, types and
duration of installations, associated equipment
characteristics as well as quantities involved.
In considering handling, problens such as package-
ing, rigidity, easc of parts replacecment and
durability so that breakage would be kept to a
minimumm, all had to be considered. It was im-
portant that an improved antenna be developed,
but it was equally important that it be suit-
able for continued use in the field.

Research into the various helical parameters
was conducted on a theoretical basis to establish
the limits that could be tolerated in the design
criteria, Many tests were conducted, using var-
ious diameters of tubing for the helix relative
to the problem of supporting the helix assembly.
When more than 2 or 3 tums are used for the he-
lix, it is impractical for it to be self support-
ing. After extensive tests had been conducted,
and nearly anyone will agree that antenna tests
are elaborate and difficult to conductyas well as
costly, the following salient electrical speci-
fications were established for a helical antemma

117

to operate over the frequency limits of 216 to
236 mes.

a, Power Gain 10 db or greater
b. VSWR less than 2:1

c. Polarization Copstant over 360°
d. Beam Width 45 at —6db

Mechanical Considerations

Now we should devote a few moments in considering
the configuration of the final model that was
considered suitable for acoeptance evaluation.
Several shop prototypes including modifications
on a modified prototype were fabricated and field
tested before an antenna that was mechanically
sound came out of the shop. Recalling that it was
previously pointed out that it was desirable to
remotely track the antenna, the ground plane was
limited to fit in the yoke assembly of a commer-
cially available pedestal made for a six foot
parabola, Tests conducted on this size ground
plane indicated that a six foot effective dia-
meter was satisfactory. Unlike the old circular
s0lid plate of i inch sluminum that forwed the
ma jor portion of the old antenna ground plane,
the new one consists of wire mesh layed over an
aluminum hexagqn frame. Wire mesh was obviously
selected to reduce the wind loading and weight.
The hexagon shape is purely for ease and economy
of manufacture because electrically, it is most
difficult for aryone to establish much difference
in psrformance froc a true circle.

In designing the helical element and its
supporting structure, we could truthfully say
that things took a tum for the worse. In view
of xzinimum wind resistance and weight, it was
desirable to use a samll diameter tube stock, but
on the other hand, it became difficult to properly
suprort such an assembly mechanically and maintain
the desired electrical charscteristics, It is
worthwhile for us to consider the wind resistance
because our antennas are installed throughout an
area that hurricanes often cross. The problems of
corrosion and leakage paths are very acute along
the coastal regions, but even more 80 in the semi-
tropics where humid salty atmospheres prevail,

The helix configuration settled upon, followed
along the conventional lines recommended by Mr,
Kraus for the beam mode of operation. However,
as dictated by our requirements, seven (7) turms
were used for the helix from tubing £ inch in
diameter.

Helical Antenna

The helix consists of seven (7) turms of 3
inch copper tubing wound in a clockwise direction
looking through the ground plane. Cg per tubing
was selected because it is possible to sweat it
securely to the UG-352/U coaxial connecter, thus
providing a good electrical connection and because
of the ease in plating copper. The salt atmos-
phere deteriorates aluminum very rapidly, and it
has been difficult at times to prime it properly
so that a finish would not easily flake off or
scratch through. The silver plated copper is
given several spray coats of clear lacquer,



This finish has held up quite well for the past
year that we have had them in use,

Since the antenna is working in the axial
or beam mode, the diameter of a single turn is
154 inches, Spacing between successive turns
is 5 3/8 inches so that the overall helical
length 1is 3 feet 9 inches measured from the
ground plane surface, Actually, 5 3/8 inches
is used for terminating the helix to the coaxial
fitting. Four 1 inch polystyrene rods are spaced
90° apart within the helix and forms part of the
supporting structure. Two spreaders are used to
position the rods uniformly throughout the length
of the helix with a pyramid support from the outer
spreader to the ground plane. The pitch angle is
123 degrees. An aluminum 4 inch U beam forms the
main support for the antenna ground plane. This
beam is formed in the shop out of 0,125 aluminum
stock. It's size was determined by two distinct
requirements (a) main support for the antenna
structure, (b) adequate to house a r—f amplifier
directly at the helix temination. The center
portion of the beam has been boxed in to form a
weatherproof compartment. Four truncated U
beam support arms are welded onto the main beam
to form the basic structure of the ground plane.
All beam members have dimpled, lightning holes
wherever practical to reduce the wind loading
and weight.

The ground plane actually consists of a wire
screen. To be proper, we should call it a wire
cloth, since that is the designation given by the
manufacturers, Kentucky Metal Products Company.
This material may be procured in rolls 6 feet
wide which avoids splicing problems. The wire
stock used is 0.063 inches diameter with % inch
openings. Smaller wire diameter was tried, but
it would easily wrinkle so the larger wire size
had to be selected. This wire cloth weighs 0.59
lbs per square yard, but is desirable over alum-
inum since it can be sweated directly &o the
coaxial connector and provide an ideal electrical
connection that will not deteriorate.

Perhaps some of you have wondered why a
connector like the UG-352/U was selected when it
is made to be used with the 7/8 inch coax,
Actually the fitt is modified so that the
small § inch UG-58/U coax connects to the fitting
by two lugs instead of the standard mating part,
A lot of the losses in the antenna systems have
occured near points of termination where leakage
paths build-up due to salt deposits or else the
material absorbs moisture. This particular fit-
ting was found to have the greatest surface dis-
tance between the inner and outer connecting
surfaces and since the material used is teflon,
it proved to be the best standard piece of hard-
ware easily adaptable for this use,

Antenna Evaluation,

The electrical characteristics of the new seven
(7) turn helical antenna were established by an
independent laboratory. The power gain above an
isotropic radiator ranged from 11,4 db to 12,0
db in terms of average measured gain. With a
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broadband antenna the gain is somewhat meaning-
less without frequency and for this application
polarization must also be considered so it is
well to look in some detail to a few tabulated
figures showing more concisely the gain data,

Freq.(MGS) Gain (DB) Gain(DB)
Polarization Average
E E
216 12.5 9.8 11.4
226 3.1 10.1 11.8
236 13.4 10.3 12.0

As you might gather from the foregoing in-
formation regarding the frequency character-
istics, it was roughly shown that the sensitivity
to an illuminating angle of polarization remained
fairly constant between the limits of verticle to
horizontal wavefront. The circularity of polar-
ization was plotted for the principal axes of the
polarization ellipse and tabulated in terms of the
ratio in decibels. The axial ratio remained ap-
proximately 2.75 db throughout the band,

The nominal magnitude of the impedance of the
helical antenna under investigation is approxi-
mately 150. Actually, the antenna exhibited a
minimum VSWR of 3.1 to 1 over the frequency band.
This made it necessary for the fabrication of an
impedance transformation section. By the use of
a 6,5 inch length of RG-63/U coaxial cable, which
exhibits a characteristic impedance of 125 ohms,

a satisfactory impedance transformer was fabrica-
ted. Between the frequency range of 216 to 235
mcs a maximum VSWR of 1,24 to 1 was achieved. Th-
is low standing wave ratio is important for the
typical long transmission line feeding a receiver,
but an interesting fact in this regard will be
pointed out later when we discuss the r-f ampli-
fier,

The directivity of the seven (7) turn helical
has been increased or conversely for a comparison
with the old 2% tum helical antenna, the beam
width has been decreased from about 60 to 70 de-
grees to between 42 to 56 degrees at the half
power level (-3db).

The seven (7) turn helical antenna was des-
ired for operation over a wider frequency range
and this data on the new antenna represents the
frequency range of 216 to 236 mcs and throughout
the full range of 360 degrees of polarization. A
remaining factor that doesn't have too much prac-
tical consideration in this particular application,
but is worth mentioning, is front-toback ratio.
Antenna radiation pattems plotted during the
evaluation showed that the minimum front-to-back
ratio measured was approximately 7 db,

Tracking Pedestals,

A Houston-Fearless remote control parabola
assembly, model RCP-6 was used as the basic track-
ing pedestal. Since our own antennas have been
fabricated, the tem parabola as used by the manu-
facturer does not apply. The modifications for
such will be undertaken shortly,



The system naturally comprises two units, the
pedestal for positioning the antenna and a control
unit for remotely driving as well as indicating
the antenna position. We will only briefly review
this position of the overall antenna system, since
it is relatively common.

The pedestal is modified in our shop to pro-
vide 730 degrees of rotation before contacting the
electrical 1limit switches, A total change of 48
degrees in elevation is possible and since the
antennas are relatively broad, no modification
was required in this respect. The antenna is
positioned both in elevation and azimuth by 1/ 6
HP motors which provide a torque of 10,500 inch
pounds @ 1 RPM, The pedestal assembly has been
stressed for a wind velocity of 120 MPH,Magnetic
brakes on the motors prevent the antenna from
coasting so that both azimuth and elevation may be
rositioned within plus or minus 10 minutes of arc.

A control panel,4inches high is mounted in a
standard relay rack down in the telemetry receiver
room, Correct antenna position is indicated to an
operator by observing the relative signal strength
of a receiver attached to the antenna. Both
azemuth and elevation position of the antenna is
indicated on large eight inch dials by means of
selsyns., Fairs of antennas may be controlled from
a single panel by parallel operation through relays
frou a single control panel.

Fower required for operation is 115 volte
60 -cycles single phase at 10 amps, Total weight
including the antenna is about 775 lbs, although
the antenna weighs only about 60 lbs., Overall
height of the complete assembly is about 9 feet
8 inches,

Considerations for R.F. Amplifier & Multicoupler.

The need for increased sensitivity and mul-
tiple operation of several receivers from a single
antenna arose simultaneously. For most efficient
use it was planned to install the r-f amplifier
directly at the base of the antenna as pointed
out previously. For this reason, the power supply
is a separate piece of rack mounted equipment. On
the other hand, the multicoupler is intended for
rack installation at all times, Multiple operation
of 3 or 4 receivers from a single antenna became
mandantory as the number of receiving stations
increased at each site,

Description of R.F, Amplifier

The r—f amplifier is a wide-band, low-noise
high-gain unit of compact design. The gain is
sufficiently high so that the preamplifier may be
located a considerable distance from the receiver
and still maintain an excellent system sensitivity.
Overall gain through the amplifier is approximately
15 db with a minimum bandwidth of 20 megacycles.
The noise figure of the r-f amplifier is approxi-
mately 2.5 db with a gain of approximately 15 db,

The exceptional performance of the preampli-
fier is mainly contributed by the Westem Electric
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planar triode, tube type 416-A. This tube possess
es excellent low-noise characteristics due to its
low transit-time and high transconductance. A
6BQ7A dual-triode functions in a cascode circuit
following the L416-A and completes the compliment
of the preamplifier.

As common for most low noise circuits, the
input circuitry is adjusted to give optimum noise
factor rather than a correct impedance match. On
the other hand, since the amplifier has practic-
ally no transmission line between it and the
antenna, even relatively high standing wave ratio's
are of no consequence, Likewise, sufficient gain
is available so the efficiency may be sacrificed
for improved quality.

The preamplifier power supply is mounted on a
3% inch standard rack panel. Continuous metering
of the filament voltage, plate current and plate
voltage is provided. Electronic regulation is
provided for the plus 250 volts,

Description of the Multicoupler

The multicoupler is intended to be an adjunct
item to the r~f amplifier so that it must possess
the basic characteristics of the amplifier such as
wide-band, low-noise and reasonable gain. Since
the preamplifier does drive the multicoupler with
a relatively high level signal the low noise con-
sideration is not as serious. It is possible to
simultaneously feed up to 4 redio receivers from
the multicoupler with any signals within the 215-
235 megacycle range. Seperate stages are used
to drive the receivers so that a high degree of
isolation exists.

Application of the multicoupler calls for
using it in a reck within the telemetry receiving
room. It 18 a recess mounted self-contained unit,
occupying 3 inches of panel space. The chassis
is recessed so that patching of coaxial cables
may be neatly made. All of the tubes and controls

extend from the panel for ease of maintenance.
Both input & output impedance is the nominal 50
ohms, Insertion gain from the common input to
any output is approximately 10 db over the band-
width of 20 megacycles at the half-power point.
Isolation between any output is 25 db or better to
minimize interaction between receivers.

The input of the multicoupler consists of a
6AJl in a grounded-grid circuit. Following the
common amplifier are four cascode-connected
6BQ7A stages to provide separate outputs. Sub-
chassis construction is used for the r-f circuitry.

Conclusion

It is well to point out before going further
that the system components realized are the result
of projects directly performed or initiated and
monitored by the Telemstry Unit of Systems
Engineering, Air Force Missile Test Center, Patrick
Adr Force Base, Florida. Most of the antenna
development, manufacturing and remote trecking



tracking techniques are the result of Mr. G, E,
Bower and lir. B. G, Miles of the Telemetry Unit,
The final experimental and analytical evaluation
of the production prototype helical antenna de—
veloped by the Telemetry Unit was conducted
under Air Force Contract AF 08(606)-602 by the
Microwave Engineering Co., of los Angeles,
California. The design and manufacture of
prototype wide band r-f amplifiers and elect-
ronic multicouplers was performed under Air Force
Contract AF 08(606)-605 by the Applied Science
Corporation of Princeton, Princeton, New Jersey.
Stimulas for the latter was provided by Mr.
Lowell, Naval Research laboratory,by his work on
a wide band low noise amplifier in the 200 mc
region and the design and fabrication of an
antenna multicoupler for the Navy by the J.P,
Seeburg Corporation,

An antenna system has resulted from this
program at AFMNTC that provides an overall gain
of 30 db,

Multiple operation of up to 4 receiving sta-
tions is made possible with the use of a multi-
coupler so that the investnent in antenna systems
is reduced approximately 75%.

Remote tracking is possible and when combined
with multiple operation results in a considerable
manpower saving,

Acknowledgment is made to both the Applied
Science Corporation of Princeton and their staff
for the outstanding and agressive handling of the
development of both the r-f amplifier and multi-
coupler, and Mr, Garth Bower, project engineer
at AFNTC,

Fig. 1
A view of the old 24 turn helical antenna mounted
on a pedestal for manual tracking. This instal-
lation, typical of the early telemetry instrument-
ation sites throughout the test range requires
an operator to manually track each antenna.
(U.S. Air Force Photograph. )
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Fige 2
Assembly drawing showing front and side views of the new 7 turn helical anterma. The helix, constructed
of i-inch copper tubing is supported on L polystyrene rods. Pyramid support rods provide high rigidity
to the helix assembly.

A close-up view of the main beam of the helical
antenna ground plane. Antenna termination 1s
through the UG-352/U coaxial fitting shown in the
center. This portion of the main beam is parti-
tioned off to provide a weather proof housing for
the low-noise RF amplifier. Fige L
(U.S., Air Force Photograph.) A view of the new high-gain 7 turn helical antenna

and associated remotely controlled pedestal
mounted on the roof of one of the instrumentation
buildings. Minimum average gain is 1l.L db with
20 mcs bandwidth.
(U.S. Air Force Photograph.)
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Fige 5
An operator is shown adjusting the elevation of
one of the telemetry antennas at the remote
control panel. Both azimuth and elevation posi-
tion of the antenna is indicated on the large
dials by means of selsyns., Correct antenna posi-
tion is indicated by observing the relative sig-
nal strength indicated on the meter mounted above
the control panel.
(U.Se Air Force Photograph. )

Figo 6

The wide-band, low-noise, high-gain RF amplifier

is shown being inspected by M/Sgt D.C. Taylor
prior to installation on the antenna, The blower
required for cocling the planar triode L16-A tube
is lying at the rear of the bench. A minimum gain
of 15 db over the 216~236 mcs range is possible

by use of this amplifier,
(UsS. Air Force Photograph. )

Fig. 7
A view of the RF amplifier removed from the
mounting panel and case. Normmally, the amplifier
is installed directly at the antenna termination.
The noise figure of the RF amplifier is
approximately 2.5 db,
(U.S. Air Force Photograph.)

Fig. 8
The recessed, rack mounted multicoupler is shown
being set up for operation. It is possible ta
simul taneously feed up to L separate radio
receivers from the multicoupler with signals
within the 216-236 mcs range with an insertion
gain of 10 db. Isolaticn between any output is
25 db or greater. Mounted above the multi-

coupler in this illustration is the power supply

for the RF ampiifier.
(U.S. Air Force Photograph.)



OPERATIONAL ANALYSIS OF TRACK-WHILE-SCAN RADARS

Stephen J. O'Neil

Air Force Cambridge Research Center,
Cambridge,

Summary. A technique is presented
for evaluating the performance of search
radars used with track-while-scan equip-
ment. For radars with fixed beam width
and pulse repetition frequency a change
in the antenna scan rate changes both
detection probability and target motion
between looks. Since these changes have
opposite effects upon tracking perform-
ance, there is an optimum antenna scan
rate. Detection probability and possible
deviations from predicted straight-line
flight motion are used to define the
mathematical expectation of tracking
error. The tracking error is used as a
criterion of tracking performance. It is
shown that a minimum value of mathemati-
cal expectation of tracking error is
obtained if the antenna scan rate is high
enough to produce a small number of hits
per beam width. A method is presented
for determining the width of the tracking
gates from the mathematical expectation
of tracking error and the number of
missed looks beyond which it is no longer
considered feasible to continue tracking.

Introduction
An operational analysis may be con-
ducted to determine the most effective
manner of utilizing complex equipment.
This paper presents a technique for in-
creasing the effectiveness of radar
equipment used for Air Traffic Control.

Many authorities1 share the opinion
that an automatic system of Air Traffic
Control is desirable to handle the in-
creasing volume of airport traffic. This
is particularly true during instrument
flight conditions.

Airport radar is used to search the
sky about the airport in order to keep
the area under continuous surveillance.
In some cases the radar also is used to
keep track of individual aircraft as they
are guided down to the final approach
point2. As the radar searches the sky,
electronic gating techniques are used to
examine a particular volume of air space

about the aircraft during each radar scan.

The tracking gates are repositioned each
scan so that the volume of air space to
be examined will enclose the predicted
position of the aircraft.

Since this problem is relatively new,

ARDC
Mass.

very little consideration has been given
to the most effective use of the radar in
conjunction with the tracking system.

One might ask, for example, whether the
antenna rotation rate influences the
operation of the tracking system. A low
antenna scan rate results in a large
number of "hits per beam width", i.e.,
target illuminations as the radar beam
sweeps through the target position. This
increases the probability of detection.
With a high antenna scan rate on the
other hand the period between radar looks
at the aircraft is reduced and the air-
craft motion between looks is also re-
duced. This reduces the possibility that
the aircraft might move far enough be-
tween looks to get completely outside of
the volume af air space positioned by the
tracking gates. It is reasonable to
conclude that some optimum antenna scan
rate will result in the most favorable
tracking conditions.

If the target signal is too weak to
be detected during some of the radar
looks, the aircraft may move a consider-
able distance between successful looks.
1f the aircraft performs some sort of
maneuver, while the predicted position
for the volume of air space to be ex-
amined moves in a straight line at con-
stant velocity, the possibility that the
aircraft may move entirely out of this
volume increases. This is illustrated in

Fig. 1.
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Fig. 1 - The Track-While-Scan Problem
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If the target can move outside of
the volume of air space, wider electronic
gates,which result in larger volumes of
air space may be necessary. This proce-
dure is undesirable since it reduces the
tracking resolution possible. Alterna-
tively, narrow gates and occasional human
intervention to reposition the air space
about the aircraft can be employed. This
procedure is also undesirable since the
purpose of the track-while-scan equipment
is to reduce insofar as possible the need
for human intervention in the control
center. :

It is desirable therefore to estab-
lish some basis for determining the
optimum antenna scan rate and the optimum
tracking gate width.

Problem

The problem studied in this paper is
the determination of the optimum search
radar antenna scan rate for use with a
track-while-scan system.

The tracking system considered pre-
dicts future positions for the aircraft
by extrapolating the present motion along
a straight line at constant velocity.

The problem is treated in two dimen-
sions only. Altitude is not considered
in this paper.

Method of Approach to Problem

The tracking error is defined for the
Jurposes of this paper as the difference
between the predicted aircraft position,
determined by the center of the air space
corresponding to the tracking gates, and
the actual position of the aircraft. The
tracking error is used as a criterion of
tracking performance.

Straight-line, constant-velocity
extrapolation of measured aircraft posi-
tion is assumed in order to adjust the
tracking gates and establish the pre-
dicted position of the aircraft.

In order to test the safe operation
of the system, aircraft maneuvers with
the most severe initial conditions are
considered, and the actual positions of
the aircraft are calculated. Two types
of aircraft maneuvers are considered.
The first is a slow, circular turn with a
low wing-load factor such as is typical of
aircraft flying some portions of an air-
port traffic pattern. The second maneuver
is a sudden change in course. The latter
is a more extreme maneuver from the view-
point of tracking system performance.

Two types of radar receiver systems

will be considered. In the first type
provision is made for storage and inte-
gration of signal and noise voltages as

a function of position in space. In the
second type of receiver system only one
signal return per beam width is used, and
any return successfully received will
yield sufficient information for the
tracking computer.

It is assumed that while the air-
craft is maneuvering, there is a possi-
bility that the target signal is too weak
to be detected during some of the radar
looks, In order to take this factor into
consideration the probability of success-
ful radar detection during a single illu-
mination of the target will be specified.

The probability of detection during
each look after a successful look at the
target is calculated as a function of the
number of hits per beam width.

The detection probabilities and the
tracking errors for the two maneuvers
considered are used to calculate the
mathematical expectation of tracking
error which is plotted as a function of
the number of hits per beam width. From
these plots the number of hits per beam
width which results in minimum mathe-
matical expectation of tracking error is
determined. The corresponding antenna
scan rate is the optimum scan rate for
the conditions assumed.

Aircraft Maneuvers

Circular Turns

Fig. 2 illustrates some unfavorable
conditions which may exist during a
circular maneuver.

PREDICTED AIRCRAFT
POSITIONS IF RETURN
SIGNALS ARE TOO WEAK
TO BE DETECTED DURING
MANEUVER.

AIRCRAFT
POSITIONS
DURING

(T -
:}=>____ MANEUVER,
-—

I «—2 __ TURN RADIUS

AIRCRAFT POSITION
AT START OF -— ANGLE TURNED

"+
THROUGH
DURING RADAR
AIRCRAFT POSITIONS SCAN PERIOD.
BEFORE MANEUVER.

NOTE -~ CIRCLED POINTS INDICATE AIRCRAFT POSITIONS
DURING RADAR LOOKS.

Fig. 2 - Possible Deviation between Actual
and Predicted Aircraft Positions
During a Circular Turn Maneuver.



In Fig. 2 if ¢ is a small angle, the
tracking error during one scan period is
given approximately by:

gl:r (1-cos ¢) (1)

where E& - tracking error during one

scan period,
r = aircraft turn radius,

é = aircraft turn angle during
one scan period.

From the series expansion for cos ¢,

2
cos ¢ = 1 - g . (2)

Substituting Equation (2) 1into

Equation (1),
E 2
1 r (g ) . (3)
As shown 1n Appendix I the aircraft
turn radius for a true-banked turn is a
function of_its forward velocity and wing

load factor™:

r - - - g (1)

where V - aircraft forward velocity
g - acceleration of gravity
G - wing-load factor.

The angular turn or heading change
during one scan period is

VAt
6 - r

where At = radar scan period.

(5)

The scan period 1s inversely related
to scan rate:

1

- 6
At w ' (6)
where W= radar antenna rotation rate.

If ¢ and r are eliminated from
Equations (3), (4), and (5), the following
result is obtained for El:

"02-1 . (N

1 2
El -5 O ¢
Equation (7) shows that the tracking error
per scan for a circular turn is a function

of both the radar antenna scan rate and
the aircraft wing-load factor.

If the return signal is not detected
for a number of scan periods after the

maneuver starts,
given by

the tracking error is

2
Ep = K€ . (8)
where &

= tracking error during k
scan periods,

k = the number of radar looks
at the aircraft after the
last successful look.

kquation (8) is a good approximation 1if
the total angular turn of the aircraft
during k scan periods is a small angle.

Sudden Changes in Course

In the interests of safety, situ-
ations will be considered in which the
aircraft does not behave as predicted.
In these si1tuations it will be assumed
that the aircraft suddenly changes its
course. A sudden change in wind or an
extremely rapid large-angle turn could
produce this effect. A sudden change in
course of sixty degrees probably repre-
sents the worst situation of this nature
which could be expected. Under these
conditions the tracking error per scan 1is
given by

El - VAt . 9)

In this case the tracking error per
scan is a function of both aircraft ve-
locity and radar scan rate,

If the return signal is not detected
for (k-1) radar looks after the start of
the maneuver, the tracking error after k
scan periods will be

E ° k£l (10)

Radar Characteristics

Probability that a Signal Will Exceed the
Threshold Level (p)

Pulsed radars only are considered in
this paper. Clutter and clutter-reducing
methods such as Moving Target Indicators
are not considered. It is assumed that
the antenna gain is constant over the
antenna beam width. The effect of the
antenna beam pattern is discussed in
Appendix II.

The number of radar hits per beam
width is given by

n = (PRF)(BW) At , (11)

where n = the number of hits per

beamwidth,
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PRF = radar pulse repetition
frequency,

BW = radar beam width,

At radar scan period.

If the beam width and pulse repetition

frequency are fixed, then the number of
hits per beam width is proportional to

the duration of the scan period.

The probability of radar detection

as a function of rgnge has been determined

by several authors Using the
methods developed in references 4, 5, and
6, the detection probability for a single
return signal has been calculated as a
function of range for various values of

the false alarm time. These probabilities

are plotted in Fig. 3.
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Fig. 3 - Probability (p) that a Return
Signal Will Exceed the Threshold
Level as a Function of Range (R)

The false alarm time is the average
length of time between noise pulses which
exceed the threshold level; it is assumed
that the threshold level is adjusted to a
value such that the probability of a
noise pulse occurring during the false
alarm time is one-half.

Probability that at Least One Signal per
Look Exceeds the Threshold Level without
Integration T?_7

If at least one signal per beam
width exceeds the threshold level, the
tracking computer will operate properly.
It will be assumed that the various signal
returns during a particular radar look can
be treated as jindependent events with the
same probability of exceeding the thresh-
old. Then the probability that at least
one signal exceeds the threshold is given
by

P1=1-qn , (12)
where P1 probability of detection
during one look,
q = probability of failure to
detect a return signal
during one hit (target
illumination).
qQq=1-p ) (13)
where p = probability of detection

during one hit.

P} is plotted as a function of n for
various values of p in Fig. 4.
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- - n
. | B=1+1-p) i . ]
o [} 2 3 4q S

Fig. 4 - Probability (P}) of Receiving at
Least One Signal per Look Exceed-
ing the Threshold Without Inte-
gration as a Function of the
Number of Hits per Beam Width
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Probability that an Integrated Signal
Exceeds the Threshold Level in One
Look (Pl)

The detection probability for an
integrated signal has been calculated as
a function of the number of hits per beam
width for various values of p; the results
are plotted in Fig. 5.

Probability that the Signal will Exceed
the Threshold During the ki, Look (Py)
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\"1 =

Fig. 5 - Probability (P;) of Receiving a
Signal Exceeding the Threshold
with Integration of All Hits per
Look (Threshold Signal Level is
Determined hy n; False Alarm
Time = (10)° Pulse Lengths)

The methods and results of references
4 and 5 have been used in these calcula-
tions. The results shown in Fig. 5 are
subject to the following conditions:

(1) The number of pulses inte-
grated is equal to the
number of hits per beam
width. :

(2) All of the pulses integrated
contain the target signal.

(3) The threshold level is set
at a value which corresponds
to a _false alarm time of
(10)® pulse lengths.

The probability that the signal will
exceed the threshold during the kth radar
look is given by the product of the prob-
ability that no signals exceed the
threshold for (k-1) looks and the proba-
bility that the signal exceeds the
threshold during one look

k-1
Pk = P1 (1-P1) 5 (14)

This equation holds for both inte-
grated and non-integrated signals. With-
out integration P} is calculated by means
of Equation (12) or obtained from Fig. 4.
For integrated signals P] is obtained
from Fig. 5.

Mathematical Expectation
of Tracking Error

The mathematical expectation8 of
tracking error during any radar look is
given by -

S % PE, (15)
={

*x

This equation applies if the tracking
gates are so wide that an infinite number
of return signals can be missed without
the aircraft moving outside of the gates.
There are practical limits, however to
the gate width and to the number of scan
periods between useful signals. The
following modification of Equation (15)
may be used:

m

b pkek

E = —%— (16)

= P
where m is the number of consecutive
looks without a return signal beyond
which it is not considered feasible to
continue tracking.

As shown in Appendices III and IV
the use of Equation (15) leads to certain
simplified expressions. Equation (15) is
apgroximately true and can be applied if
P1%0.6 and m%5. Under these conditions
the error involved is not greater than
12 per cent.

In this paper Equation (15) is used
to study the optimum scan rate problem,
and Equation (16) is used with a value
of m=5 to determine the width of the
tracking gates.



Mathematical Expectation of Tracking
Error During Circular Turn

If £, from Equation (8) and Py from
Equation 514) are substituted into Equa-
tion (15), the following expression is
obtained:

Cod -
€ -~ €p £ kla-p)Hk! (17)
11,7, 1
As shown in Appendix III, for m=o :
2 - P1
£ - ——;g——el (18)
1

Equation (7) shows that for a circu-
lar turn €] is proportional to (At)2 and
Equation (11) shows that At is propor-
tional to n. Then from Equation (18),

- P

2 1

2

& (19)

function of G:

gv 02—1

RF)™ (BW)

where a is a

(20)

2(p

In the same manner Equation (16)
becomes

2
an

-~ -
L k21-pk!
k)

€ iR4I

(21)

&, (s
Using a fixed value of a and several
values of p, Equations (19) and (21) have
been evaluated for return signals with and
without integration. The resulting values
of % are plotted versus n in Figs. 6 and
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It €k from Equation (10) and Pk from
Equation (14) are substituted into Equa-

tion (15), the following result is
obtained:
€ -€p T ka-p)k! (22)
171 45 1

As shown in Appendix IV, for m= oo,

£ -0
- - (23)
1
From Equations (9) and (11),
81 = bn (24)
where b is a function of V:
_ \i
9 (PRF) (BW) (25)
From Equations (23) and (24),
E - g (26)
1
In the same manner Equation (16)
becomes
. bn £ k(1-p "7}
= —=1 = - (27)
‘E‘ (1-p1)—1‘?:I

Using a fixed value of b and several
values of p, Equations (26) and (27) have
been evaluated for return signals with and
without integration. The resulting values
of % are plotted versus n in Figs. 8 and
9. ’
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Fig. 7 - Mathematical Expectation of Track-
ing Error for Circular Turns, m=5



NOTES - THE LOWE~ BRANCH OF EACH
CURVE REPRESENTS INTEGRATED SIGNALS
SUDOEN CHANGE IN COURSE MANEUVER
-

¢« /d)

8 - Mathematical Expectation of

Tracking Error for Sudden
Changes in Course, m=

Fig.

Optimum Radar Scan Rate

The optimum radar scan rate is that
rate at which the tracking error is a
minimum. The corresponding value of n,
the number of hits per beam width, is de-
termined in this paper. Since the pulse
repetition frequency and the antenna beam
width are fixed, the scan rate is uniquely
determined by the following expression:

_ (PRF) (BW)
w

From Figs. 6 and 8 it is observed
that for systems without signal integra-
tion the minimum tracking error occurs if
there is one hit per beam width. For
systems with signal integration the mini-
mum tracking error occurs if there are
two or three hits per beam width.

(28)

It can also be observed in Figs. 6
and 8 that the improvement in tracking
accuracy achieved through signal integra-
tion is most noticeable for low values of
p. Since this corresponds to a long range,
it may be said that signal integration is
of most value in the fringe areas of the
radar detection pattern.

Figures 6 and 8 are drawn for a value
of m=o00 which means that a very large
number of missed looks can be tolerated.
Practically the gate width should be a
function of the expected tracking error.

The following procedure might be
used to determine the proper value of m.
Starting with the expected range per-
formance from which p can be obtained, the
optimum number of hits per beam width and
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the resulting value of &€/a or &/b can be
determined from Fig. 6 or Fig. 8. The
values of p and n can be used with Fig. 4
or Fig. 5 to determine P1. Then P1 and
€/a or €/b can be used with Equation (21)
or (27) to determine the proper value of
m.

As an alternative procedure the val-
ues of p and m may both be specified.
Then € can be calculated from Equations
(20) and (21) or (25) and (27) as illus-
trated for m=5 in Fig. 7 or Fig. 9. For
n=5 the optimum number of hits per beam
width and the corresponding value of £/a
or £€/b can be determined from Fig. 7 or
Fig. 9.

In either case the width of the
tracking gates can be determined from the
value of €. The latter procedure has been
used in the examples solved in the next
section.

Tracking Gate Width

An estimate of the width required in
the tracking gates with a given value of m
can be obtained from the mathematical
expectation of tracking error in m scans.
The gate widths should be set equal to
approximately twice the value of E.

The following example will be solved
for the tracking gate width with m=5 using
the two types of maneuvers previously de-
scribed and considering systems with and
without signal integration:



Target Data:

Speed - 180 mph
Load Factor - 1,03
Radar Data:
Scan Rate - 15 rpm

Azimuth Beam Width - 0.8 degree

Pulse Repetition
Frequency

- 360 pulses
per second

The target range and cross section
are assumed to have such values that the
probability of detection in one hit,

P 0.1,

Solution

1. Circular Turn - No Signal
Integration, In terms of the units given
above, the number of hits per beam width
is given by
(BW) (PRF)

e

(0.8)(360) _
Lo 8IO0D

n

S~ O

Since only an integral number of hits
has meaning, this result must be inter-
preted to mean n=3.

In terms of the units given, Equation

(20) is evaluated as
. - 2.090100% V%1
(PRF)” (BW)®
 (2.09(10)% V1.03)%1
(360)2(0.8)2
= 6.2 feet
From Fig. 7, for n=3, p=0.1 and no
integration,
&a = 67.5
Therefore
€ = (67.5)(6.2) = 420 feet.

The tracking gate should be about
900 feet wide.

2. Sudden Course Change - No Signal
Integration. In terms of the units given,

Equation (25) is evaluated as

(264) (V)

b = IPRF)(BW)
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(264)(180)

~ {360)(0.8)
= 165 feet
From Fig. 9, for n=3, p=0.1, and no
signal integration,
E/b = 7.2
Therefore
€ - (7.2)(165) = 1200 feet.
The tracking gate should be 2400 feet
wide.
These results may be interpreted as
follows. Without signal integration, an

aircraft maneuvering as expected during
Air Traffic Control requires a tracking
gate 900 feet wide. If the aircraft
maneuvers in an unexpected manner, a
tracking gate 2400 feet wide may be neces-
sary. A good compromise between target
resolution and tracking reliability will
probably be achieved by using a tracking
gate about 2000 feet wide.

3. Circular Turn - Signal
Integration., From Fig. 7, for n=3, p=0.1
and signal integration, £/a=14.

Therefore

€

It might seem from this result that a
tracking gate 200 feet wide could be used.
However, the tracking gate should be
larger than the equivalent pulse length.

A 1/2 microsecond pulse corresponds to a
range interval of 250 feet. A tracking
gate 450 feet wide is a better approxi-
mation in this case.

(14)(6.2) 90 feet.

-

4. Sudden Course Change - Signal
Integration. From Fig. 9, for n=3, p=0.1
and signal integration, €/b=3.5.

Therefore,

€

The tracking gate should be 1200 feet
wide.

-

600 feet.

(3.5)(165)

These results indicate that with sig-
nal integration a good compromise between
target resolution and tracking reliability
will probably be achieved by using a track-
ing gate about 1000 feet wide. (In prac-
tice with a fixed azimuth beam width it may
be necessary to use wider gates to encom-
pass the signal from long-range targets).

In this problem signal integration
has produced greater target resolution.



It is assumed in this paper that the
tracking gates are positioned by extra-
polating the motion of the aircraft along
a straight line. Using straight-line
extrapolation two aircraft position meas-
urements and a first order finite differ-
ence are necessary to compute a predicted
aircraft position for tracking gate ad-
justment. A more refined method of course
extrapolation using higher order differ-
ences may be used to position the tracking
gates. Although this paper has not
mentioned the problem of data accuracy,
is felt that the use of higher order
differences should be preceded by a study
of the limitations of data accuracy, the
possibility of data smoothing, etc.

it

Straight-line extrapolation has ad-
vantages over linear range and azimuth
angle extrapolation. Straight-line motion
is the median of all possible changes in
direction. Therefore this type of track-
ing results in the least value of the
maximum tracking error in one scan,

In the case of linear range tracking,
if the aircraft is flying a course normal "
to the radar bearing, two equal values of
range might be measured, and a circular
path about the radar inferred. In this
case if the aircraft turned away from the
radar, the maximum tracking error in one
scan would have a greater value than for
straight-line tracking. The results of
this paper, however, may be applied to the
case of linear range tracking. The
circular-turn maneuver with a slightly
greater value of error per scan may be
employed, or the results for the sudden-
change-in-course maneuver may be used.

The expected azimuth tracking errors
under the most unfavorable initial con-
ditions can be obtained from the expected
range errors by applying the following
formula:

&
0-x (29)
where § = mathematical expectation of
azimuth tracking error,
Er = mathematical expectation of

range tracking error,
R = aircraft range.

Since the ratio of azimuth beam width
to the number of hits per beam width
represents the limit of accuracy of the
azimuth data, Equation (29) is applicable
only if © exceeds this figure.

The results presented in this paper
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assume some ideal conditions for inte-
gration. In particular it is assumed that
the threshold level is set for a false
alarm time which is determined statisti-
cally by integrating n sweeps, all of
which contain the return signal. It is
impossible, however, to tell beforehand
on which sweeps the signal will occur,
in general not all of the sweeps in any
integrated group will contain the signal.
Therefore, the results presented in Figs.
6 to 9 for integrated signals represent
minimum attainable values and the differ-
ence shown between integrated and non-
integrated signals will probably not often
be realized in practice.

SO

The results are also based on the
assumption that the antenna gain is
constant over the beam width. In general
this will not be true. The antenna gain
and consequently the probability, p, that
a return signal exceeds the threshold
level, vary over different parts of the
beam width. Because of the rotation of
the antenna, the return signal from a
target will be received when the antenna
is pointed in a slightly different direc-
tion than when the signal was transmitted.
Therefore, p also will vary with the
antenna rotation speed. The average value
of p over the beam width will decrease as
the antenna rotation speed increases or
the number of hits per beam width de-
creases. If p is very low for small
values of n, the minimum tracking error in
practice may not occur at n=1. In general,
however, the results show that the antenna
scan rate should be increased to the point
where the probability, p, that a return
signal exceeds the threshold begins to
decrease rapidly.

The results presented in this paper
show that in general an antenna scan rate
which is high enough to produce a small
number of hits per beam width is desirable
for accurate tracking. The results also
show that some improvement in tracking
accuracy is possible with signal integra-
tion particularly at long ranges. A lower
antenna scan rate and a larger number of
hits per beam width are desirable with
signal integration.

The difference between the results
for the mathematical expectation of track-
ing error for m=oand m=5, illustrated in
Figs. 6, 7, 8, and 9 may be interpreted as
follows. The curves for m=® illustrate
the tracking error (and necessary gate
width) for purely automatic tracking at a
given range. The curves for m=5 illus-
trate the tracking error (and necessary
gate width) for the same system at the
same range when it is successfully track-
ing with no more than 5 consecutive missed
looks. Smaller tracking errors are



obtained in the latter case; however, in
order to maintain continuous tracking in
the latter case, occasional manual inter-
vention may be necessary.

Conclusions

This paper has presented a theoreti-
cal method of evaluating a complete track-
while-scan system. The mathematical
expectation of tracking error has been
computed and used for this purpose.

It has been shown that a high antenna
scan rate and a small number of hits per
beam width are desirable for radars to be
used with track-while-scan equipment.

It has also been shown that a slower
antenna scan rate and more hits per beam
width are desirable for systems with sig-
nal integration. Greater target resolu-
tion is possible with signal integration.

This paper has also presented a
method for determining the width of the
tracking gates which is based upon the
mathematical expectation of tracking
error.,

The techniques presented in this
paper represent another step in the direc-
tion of a safe, automatic Air Traffic
Control system.
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Appendix 1

Aircraft Turn Radius (r)

During a banked turn part of the 1lift
force is used to overcome centrifugal force

L sin ¥ = wv?/gr (30
where L = 1ift force

¥ = angle of bank
W = aircraft weight
A%

= aircraft velocity

r = turn radins

g acceleration of gravity

For a true-banked turn there is no
skidding or slipping of the aircraft and
the bank angle is given by
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cos ¥ = W/L = 1/G (31)

or
2 2
sin¥ =1 - cos“¥Y =1 - (W/L)°. (32)

Solving Equation (30) for r, and
using Equations (31) and (32),

r = ——— (4)

Appendix II

Effect of Antenna Beam Pattern

It has been assumed in this report
that the antenna gain was constant over
the antenna beam width. This made it
possible to define p, the probability that
a given signal would exceed the threshold
level, as a constant quantity for all n
hits per beam width during any radar look
at the target. If, within the beam width,
the antenna gain varies as some function
of the azimuth angle, the probability p
will not be constant. Equation (12) for
the solution of P} for systems without
integration and Fig. 5 for systems with
integration will not be applicable.

If the antenna gain factor A is a
function of the azimuth angle «

A = A(d) ’

the idealized maximum radar range Rgo will
also be a function of the azimuth angle

Ro = Ro(d)

In terms oif the gain factor

Ro(-o = R A(“)/Am ,

om
where Rgop is the maximum possible radar
range and A,, the maximum antenna gain
factor. )
S

For a given value of the false-alarm
time, the probability p may be determined
from Fig. 3 as a function of the azimuth
angle

p = p(X) :
corresponding to the value of R/Ro(d).
For systems without integration, the

probability of detection during one scan
Py will be given by

n
P, =1 —le'(l - )
=

where py = pp(X) is the probability that




the k¢ signal of the n hits per beam- Multiplying by x
width exceeds the threshold level. '

dx = a_ +
The procedure for systems wigh Y © (1-x)2
integration is more complicated4v .
Differentiating,
Appendix III
- - l+x 2-p1
Evaluation of Infinite Series L pkek y 3 3
for Circular Turns ™ (1-x) P
From Equation (17) Therefore,
- - 2 k_l [ (z‘pl)El
= £ - =
E’. PkEk 111‘1 -2‘:‘ k“ (1 Pl) 5 -).:.l pkEk ——;2— s (19)
1
Consider the infinite series
© 9 k-1 for aircraft targets performing circular
y = Z k“(1-P,) 5 turns.
=l l
Letting
Appendix IV
X = (l-Pl) , abp -
Evaluation of Infinite Series I pksk
o= for Sudden Course Changes "
2 k-1
y = Z k'x
L From Equation (22)
2 3
= 1+4X+9x +16x +... 2 < Cd k-1
I PyE - E,P, Z k(1-P)
Integrating,

2 3 4 Consider the infinite series
J ydx = ao+x+2x +3x7 44X+, ..,

y = £ k-pp*t
where a_ is a constant of integration. =
o
Letting
Transposing a_, and dividing by x,
o
X = (l-Pl) ,
1 2 2
= f ydx - — = 142x43x"+... - _
X X y =t kxk 1

Integrating again, 2 3
= 142x+3x +4x"+. ..

a
S % (f ydx)dx - [ 7? dx = Integrating,
a +l+x+x2+x3+... S ydx = a+x+x2+x3+x4+...,

1

where a is a constant of integration.
where (a1+1) is a constant of integration. r n g

Therefore,
The infinite series

1
dx - a+l = 0
l+x+x2+x3+... Iy T-x
Diffe tiatin
is a geometric series with sum equal to ren g
1/(1-x). c y = 1 1
1 a, (1-x) ;7
S X (f ydx)dx - [ = dx = 1
f
sl A ) Therefore,
: e, =l (23)
P - 5 2
Differentiating, ket kk Fi
1 a, 1 for an aircraft target performing a ma-
J ydx - —7 - neuver which involves a sudden change in
X x
(1-x) course.
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A STUDY OF THE UHF OMNIDIRECTICNAL AIRCRAFT ANTENIA PROBLEM
AND PROPOSED METHODS OF SOLUTION /

W. Spanos and J. J. Nail®
Federal Telecommunication Laboratories
a division of the International
Telephone and Telegraph Corporation
Nutley, New Jersey

The use of UHF (1000-3000 MC) aerial
navigation equipment on large aircraft has re-
sulted in antenna radiation problems due to the
large size of the aircraft in wavelengths at
these frequencies. Since the airplane is large
relative to the wavelength, there is much shad-
owing of the radiation from antennas. Various
parts of the airplane are located many wave-
lengths from the antennas and produce reflec-
tions of narrow lobe width. These factors tend
to reduce the omnidirectional coverage in the
1000-3000 MC frequency band from single an-
tennas on large aircraft.

By the use of electromagnetic modeling,
antennas operating in the 1000-to 1000 MC fre-
quency range were investigated at various sites
on difterent types of aircraftl. It was found
that a single antenna at any location on large
aircraft would not give the required omnidirec-
tional coverage in azimuth and + 30° coverage
in elevation. Free space dipole range 15% to
50% of the time is the best omnidirectional
coverage which may be expected depending on the
location of the antenna.

Study of Dual Antenna Systems

Dual antenna systems were considered as
a solution to the coverage problem. Dual an-
tenna systems in which each antenna covers a
1800 sector in azimuth were investigated on a
DC~3. The wing tips and the nose and tail are
the two sites which have a clear field around
the antenna. The nose and tail antenna system
was chosen as the best one to use since com-
munication is usually to the front and rear of
the airplane. Also there is more room to mount
the antennas in the nose and tail. Patterns
taken for a 1000 MC nose and tail antenna sys-
tem are shown in Figure 1. For these patterns
the nose antenna was deliberately given more
gain than the rear antenna. The interference
produced in the overlap regions between the two
antennas is due to the larpe separatior of the
antennas, and for 1000 }C antennas on a DC-3,
the lobes in this interference region repeat

FThis project was sponsored by the Air Naviga-
tion Development Board and was administered

by the Bureau of Aeronautics.

#Now with Bell Telephone laboratories, Whippany,
New Jersey.
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at about 0.8 degree intervals. Wingtip an-
tennas have a similar pattern except that solid
coverage is obtained off the wingtips and the
interference region appears off the nose and
tail.

Solution for DME

The Distance Measuring Equipment is not
so stringent in its requirements upon an an-
tenna system as the Radar Safety Beacon in
several respects. The DME contains a memory
circuit which keeps the equipment tracking
during momentary losses of signal. Also the
operation ot the equipment does not neces-
sarily have to be on an instantaneous basis.

A top of the fuselage and a belly antenna
could be operated one at a time through a
switch2. The switch could be integrated with
the equipment so that when the equipment fails
to operate on the connected antenna, it switches
to the other antenna. The preferred antenna
would be the belly antenna since communicatioa
is usually from below the airplane. Both the
top and the bottom antenna sites suffer from
shadowing, therefore, with such a system,
operating at 1000 MC on a DC-3, dipole range
could be expected only about 70¢ of the time.

Nose and tail antennas could also be
used through a switch. Figure 2 shows how the
coverage would be provided. Each antenna has
solid vertical coverage, therefore coverage
approaching 100% could be expected. Nose and
tail antennas might also be fed in parallel
for DME operation. Operation in the inter-
ference region can best be determined by actual
flight tests with the operating equipment.

colution for Radar Safety Beacon

The Radar Safety Beacon type of equip-
ment must maintain communication in all sec-
tors on an instantaneous basis. A nose and
tail antenna system in which each antenna
covers a 180° sector will give solid coverage
to the front and rear of the airplane; how-
ever, in the interference region off the wing-
tips, operation is uncertain. Figure 3 shows
how this interference appears about the air-
plane. A statistical study of operation in
this interference region was made in which
frequency, spacing of antennas, airplane speéd,
distance to ground station and rotation rate



of ground radar antenna were considered. If
the flight of the airplane is smooth, the way
in which the interference lobes sweep the
rround station may be considered periodic.
Since the rotation of the ground antenna is
periodic the probability becomes that of peri-
odic sampling of a periodic wave. Figure L
shows the method used to compute probability.
These probability figures are for 2700 MC an-
tennas on a DC-6. Py is the probability of one
hit in one try and P(«) is the probability of
a hit on the second try if the first try were
a hit. PyP(¢) is the probability of two suc~
cessive hits. Figure 5 shows the probability
of communication as a function of azimuth angle
when the threshold level is 22 per cent of
maximum range. This indicates that a nose and
tail antenna system in which both antennas are
fed in parallel is usable for Radar Safety
Beacon operation if the lobe structure in the
interference region is narrow enough. When
this condition is met, then periodic phase
shifting or switching of the antennas will not
improve the performance.

Another solution for Radar Safety Bea-
con would be to feed top and bottom antennas
in parallel with a low frequency phase shifter
in one of the antenna feed lines. The lobe
structure produced by a top and bottom antenna
system is in the vertical plane with the lobes
occurring at about 5© intervals. Fipure 6
shows how this interference region occurs about
the airplane. The worst interference occurs
at the horizontal plane and without a phase
shifter it would be possible for the airplane
to fly such that minimum signal would be re-
ceived at the ground station for a relatively
long time. With a phase shifter in the sys-
tem, the lobes scan the ground station and
operation would then depend on probabjlity
which is determined by the spacing of antennas,
frequency, distance to ground station, fre-
quency of phase shifter, and rotation rate of
the ground radar antenna. The total coverage
provided would depend on the individual cover-
age figure for each antenna and the probability
involved in the interference region. One of
the major disadvantages of this system is that
in the horizontal plane, which is the region
of most importance, the probability is the
worst and does not change appreciably with
azimuth angle. Also the added weight and com-
plexity of the phase shifter may not be de-
sirable.

Common Systems for DME & Radar Safety Beacon

The use of two antennas in parallel such
as in the nose and tail system lends itself
well to the common operation of two equipments.
Since the antennas present two loads to the
equipment, a simple hybrid bridge type of
multiplexer may be used. This allows the two
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equipments to feed two antennas without inter-
ference. Figure 7 shows how such a system
would be connected.

Experimental Nose and Tail Antenna System

An experimental 1000 MC nose and tail
antenna system was built for a DC-3. Figure 8
is a photograph of the nose antenna and Fipure
9 is a photopraph of the tail antenna used in
the system. The nose antenna mountes inside a
radome which replaces the nose section ot the
airplane. The tail antenna replaces the tail
section of the airplane, the dipoles being pro
tected by a radome cover. Each antenna is
vertically polarized and consists of two
stacked dipoles in front of a reversed 30°
corner reflector. This arrangement provides
180° coverage in the horizontal plane and +
15° coverage in the vertical plane for eack
antenna. Figure 10 shows the superimposed
free-space horizontal patterns of each antenna
together with the region where interference
occurs.

This antenna system was installed in
the CAA DC-3 at the Technical Development and
Evaluation Center in Indianapolis for the pur-
pose of flight evaluation with the Distance
Measuring Equipment and the Radar Safety Beacon
equipment. Low loss 1/2" styroflex cable with
a loss of 1.5 db was used to feed the two an-
tennas in parallel.

Flight Tests for Nose and Tall Antenna System

Flight tests were made to determine the
performance of the Distance Measuring Equip-
ment with this antenna system. The ground
equipment for this test consisted of a DTB
transponder with a receiver sensitiviaty of
about ~90 dbm and a transmitter power of about
5 kw. The ground antenna was a four-element
vertically polarized array with a gain of about
6 db. The antenna was located about 16 feet
above the ground and the ground station was
located about 800 feet above sea level. The
airborne DME interrogator was a DIA previously
modified to have a memory of about 20 seconds.
The receiver sensitivity of the DIA was about
-85 dbm and the transmitter power-was about
1 kw. The speed of the airplane was about
150 mph for all flights.

Several types of flirhts were made in
order to check the antenna system under vari-
ous conditions. Closed circles (standard rate
turns) of 1.5 miles diameter with 15-20 degree
banks were flown to determine the omnidirec-
tional coverage about the airplane in the +
15 degree vertical sector. Tangential paths
to the ground station were also flown to de-
termine the operation of the DME under the
worst condition of flight when the interfer-
ence lobes sweep past the ground station at



the slowest rate. The tests were extended to

a range of 91 nautical miles (105 statute miles)
in order to check the sensitivity of the system.
Also at the longer ranges the interference

lobes sweep past the ground station at an even
slower rate which increases the duration of
dropouts and decreases the performance of the
system.

Tests were made using standard rate turns
at various altitudes and ranges. The nose and
tail system performed better than a 1/2 wave-
length stub on the belly at all altitudes amd
ranges tested. At an altitude of 8000 feet
above sea level and a distance of 91 nautical
miles, the DME had momentary dropouts with the
nose and tail system but operated continuously.
The DME would not lock on the station when
operated with the belly antenna. With a 1/2
wavelength stub on top of the fuselage, the
DME had inadequate signal for a total (not con-
secutive) time of 30 seconds but it did not un-
lock. This test represented the worst condi-
tion for the nose and tail system for this type
ot flirht since the range was large and the in-
terference lobes swept past the cround station
at a slower rate than at the closer ranges.

Tangential flights were made with the
nose and tail system up to the maximum range
of 80 nautical miles. During this flight the
interference lobes off the wingtips in the re-
fion of @ = 900 swept the ground station at
the slowest rate. The long range test at 80
nautical miles represents the worst condition
for the tangential flight since the interfer-
ence lobes sweep past the ground station at
the slowest rate. This means that the duration
of signal dropouts in the minima is the great-
est and the performance of the DME is the
worst. A tanpential path was flown, which was
30 nautical miles long and intersected the
radial from the ground station at right angles.
The flight was made at an altitude of 8000 feet
above sea level and a range of 80 nautical
miles. The DME operated continuously during
this flight although there were momentary drop-
outs of signal every 5§ to 6 seconds. Figure 11
is a portion of a recording taken during this
flight. The recording was made by using the
AGC voltage out of the DME. Dropouts are in-
dicated on the recording by the minima regions
and due to slow response of the recording
equipment the amplitude does not drop to the
threshold level. It is interesting to note
the frequency of dropouts. Calculations show
that the nulls sweep through the ground station
at the rate of one per 30 seconds. Since the
interrogate and reply frequencies are different
their lobe structures differ and the number of
dropouts should increase to 1 every 15 seconds.
The recording indicates dropouts on the average
of one every 5 to 6 seconds. The increased
number of dropouts is probably due to the ran-
dom motion of the airplane causing the lobes
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in the interference region to scan the ground
station. This random motion of the airplane
tends to increase the performance of this type
of antenna system, since the rate at which the
nulls appear at the ground stations increases
and the duration of time in the nulls decreases.

A radial flight away from the ground
station was made in order to check the gain of
the nose and tail system relative to the stub
on the belly. At an altitude of 1800 feet
above sea level, the belly antenna operated
the DME to a distance of 3L miles and the nose
and tail system operated the DME to a distance
of Ll miles. From this test and other observa-
tions it appears that the gain in the forward
and rear sectors is about 2-3 db greater than
a belly antenna.

A check of a 960-1215 MC hybrid bridge
type of multiplexer was made with the nose and
tail antenna system by operating two DME equip-
ments simultaneously on the same DME ground
station. This represents one of the worst
conditions for multiplex operation. At an al-
titude of 8000 feet above sea level and a range
of 85 nautical miles there was no decrease in
performance for the two equipments when feeding
the antenna system simultaneously.

Flight tests of this antenna system with
the Radar Safety Beacon equipment are scheduled
for the near future.

Comments and Conclusions

A study was made to determine the cover-
age provided by single and dual UHF antennas
on large aircraft. As a result of this study,
a nose and tail antenna system has been pro-
posed as a solution to the UHF omnidirectional
aircraft antenna problem. An experimental nose
and tail antenna system has been built and has
been tested for DME operation. Tests indicate
that the nose and tail antenna system is satis-
factory for DME operation. Any conclusions re-
garding Radar Safety Beacon must await further
flight testing of the antenna system.
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5 = 110°

by » L
Voltage patterns of horizontal-plane radiation from a discone antenna and 150-degree corner refiectcr
at tne nose and a discone and 300-degree reflector at the tail of a DC-3 aireraft. Measurements were
made on a 1/2hth-scale model at 2L,000 megacycles to simulate behavior at 1000 megacycles on the actual
aircraft. Wave polarization was in the E, plane. An airecraft superimposed on each polar diagram would
have 1ts nose pointed dowm.
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Nose and tail sector antennas give the above . Fig. 3 .
cardioid patterns and may be switched to the Parallel operation of complementary.card101ds.
equipment automatically to provide complete P = range, A= wavelength, rg= maximum range,
coverage. Their vertical patterns are given below, r = minimum usable range, 1 = distance between
the half-power points occurring 30 degrees below antennas, and 2, = total angle where the range

and above the horizontal plane. Z Te
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Fig., 6
Voltage pattern of vertical-plane radiation from
two quarter-wavelength stub antennas mounted
above and beneath the fuselage of a DC-3 aircraft.
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Fig. 7
Method of operating two equipments on a dual
complementary parallel antenna system.
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where the usable threshold level is 22 per cent of the maximum range.
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Fig. 8 Fig, 9
Nose antenna for 960-1215-megacycle range. T211 antenna for 960-1215-megacycle range.

Fig. 10
Superimposed free-space horizontal radiation

patterns of the nose and tail antennas are shown
by solid lines. The outer dashed line indicates
the region of maximum interference and the figure-

of -eight inner dashed pattern is for minimum

interference between the radiations of the two

antennas. The radial dashed lines enclose the

side regions of bad interference.
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Fig. 11
Recording of automatic-gain-control voltage on a
f1ight 90 nautical miles from and tangential to
the distince-measuring-system tranmmitter.



A MODULATOR TECHNIQUE FOR PRODUCING
SHORT PULSES IN HIGH POWLRED MAGNETRONS

Thomas J. Parker
U. S, Navy Electronics Laboratory
San Diego 52, California

ABSTRACT

A "pedestal" technique is described for
producing very short pulses (less than 0.1
microsecond duration) in high powered magne-
trons, The pedestal technique applies a low-
powered pulse, well rounded, to the magnetron
as a pre-operating pulse bringing the magnetron
r-f output to 5% to 10% of the full power level.
Thereupon, a short high-powered pulse is applied
to carry the magnetron output to the full power
level.

Experimental circuits were constructed for
pulsing the type 4J50 magnetron at pulse lengths
of 0.15, 0.05 and 0.03 microseconds duration.
Magnetron current, r-f envelope and r-f spectrum
oscillograms were recorded for each pulse dura-
tion.

SUMMARY

The problem of producing in high powered
magnetron applications short pulses of duration
less than 0.1 microsecond has in the past gen—
erally been resolved by use of hard tube modu-
lator techniques which require direct voltages
in excess of the magnetron operating voltages.

In the line-type modulator, the pulse de-
veloped by the two-way time of travel of a vol-
tage wave in a pulse forming network is coupled
to the magnetron load by means of a voltage step-
up transformer. For the very short pulse case,
however, the pulse applied to the magnetron is
established by the freauency pass-band character-
istic of the pulse transformer while the pulse
forming network degenerates into a single storage
capacitor discharged by the thyratron into the
transformer primary,

High powered magnetron operation presents

a special problem in the formation of short pulses.

For 4]50 magnetron applications using a line-
type pulser, the voltage rate-of-rise rating
limits the shortness of the pulse to be produced
since a pulser with a single section network
will produce a minimum duration pulse of about
0.3 microseconds. This value can be reduced as
low as 0.2 microseconds by adding an integrating
capacitor as well as a "tail biter" inductance
across the input to the pulse transformer.

The pedestal technique applies a low power—
ed pulse, well rounded, to the magnetron as a
pre-operating pulse bringing the magnetron r-f
output to 5% to 10% of the full power level.
After the magnetron is oscillating due to the
pre-operating pulse, a short high powered pulse
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is applied to carry the magnetron output to
the full power level, Since the magnetron is
already in the oscillating mode at the time
of application of the high powered pulse, the
rate of rise of magnetron current and r-f out-
put power will be limited almost entirely by
the rate of build up of the rotating electron
cloud and by the "Q" of the resonant cavities
and output circuit of the magnetron, this
build-up time being in the order of a few
millimicroseconds.

Experimental pedestal modulators were
constructed for pulsing the type 4J50 X-band
magnetron at pulse lengths of 0,15, 0.10,
0.05 and 0.03 microseconds duration. These
experimental modulators in reality consisted
of two modulators. Modulator No. 1 develops
a pulse adjustable in amplitude and of 0.5
microseconds duration. A Darlington Line
Modulator (See Glasoe and Lebacqz, Pulse Gen-
erators, MIT Radiation Laboratory Series Vol.
5, McGraw-Hill Book Company, Inc., 1948, Par,
464-465) produces the short high powered pulse
achieving therein a voltage step-up without
requiring the use of a pulse transformer.
Timing pulses for these two modulators are
established in a variable delay unit to cause
the short pulse to arrive at the magnetron
just after the start of oscillations due to
the pulse from Modulator No. 1,

Measurements to determine modulator
performance include oscilloscope photographs .
of magnetron pulse current, r-f envelope and
r-f spectrum waveforms at each pulse duration.

Two improved one-modulator circuit arrange-
ments, one for a 0.1 microsecond pulse and the
other for a 0.05 microsecond pulse, have been
designed and are under construction. These
modulators will use single thyratron switch
tubes and will establish all time sequencing
in passive elements. It is expected that
experimental data regarding the performance of
these pulser circuits will be available prior
to March 1954,

INTRODUCTION

The problem of producing in high powered
magnetron applications short pulses of duration
of less than 0.1 microsecond has in the past
generally been resolved by the use of hard
tube modulator techniques. These hard tube
modulators have many advantages such as being
capable of operating into magnetrons with a



vide range of impedance mismatch yet still

forming good rectangular pulses. Also the pulse

duration can be changed readily by changing low
voltage components. The hard tube modulator
also can produce series of short pulses with
very close spacing.

The hard tube modulator, while in many
respects quite flexible, requires a high "over-
head"; meaning that the plate power supply
voltage must exceed the peak voltage to be
applied to the magnetron ocscillator. Also,
large transmitting type vacuum tubes must be
used to pass the peak value of current drawn
by the magnetron during its pulse. These two
factors alone require that the hard tube modu-
lator be rather bulky in space and inefficient
due to plate power dissipated in the keyer tubes
in passing large pulses of current.

The constant voltage characteristic which
permits operation of the hard tube modulator
into a wide range of magnetron impedances is,
hovever, often responsible for reduced life and
impared performance of the magnetroa. This
condition develops since occasional arc-overs
vhich are inherent in high powered magnetron
operation will cause very high cathode current
to flow and thus damage the magnetroa cathode
with an attendant reductioa in life.

Modulators of the hard tube type have been
used successfully to produce pulses as short
as .0} microseconds at pover levels of approxi-
mately 200 KW r—f output power. In one such
modulatorl, the keyer tubes were four 6D21
tetrodes in parallel driven by a keyer pulse
formed by discharging energy stored in a short
length of coaxial cable into a grid resistor
by the switching action of triggering a 4CJ35
hydrogen thyratron.

The conventional line type pulser shown in
Figure 1 has been used for the formation of
modulator pulses also of the order of .03
microseconds; one such modulator pulsing the
magnetron oscillator at approximately 30 Kw
output at K Band2, with the conventional line
type pulser the pulse duration is established
in the pulse forming network, this pulse
duration being the round trip time of t ravel
of a voltage wave impressed upon the network.
In this function the pulse forming network can
be either a real or an artificial transmission
line. For quite short pulses with high rates
of rise of the voltage pulse a real section
of transmission line is often used, wvhere, for

a typical 50 ohm coaxial cable, the cable lengths

needed are approximately 217 feet for a 1 micro-
second pulse, 10 feet for an .05 microsecond
pulse and 6 feet for an .03 microsecond pulse.

In the line type modulator of Figure 1 the
pulse developed by the two way time of travel
in the artificial transmission line serving as
pulse forming network is coupled by mcans of a
voltage step up transformer to the magnetron
load. For the very short pulse case, however,

the pulse applied to the magnetron is estab-
lished by the frequency pass band character-
istic of the pulse transforwer matching the
impedance of the pulse forming network to the
impedance of the magnetron load and the pulse
forming network degenerates into a single
storage capacitor discharged by the thyratron
into the transforwer primary.

Consider the rectangular pulse of duration
spaced at a repetition frequency, f.. The
frequency components present in such a pulse
form the line spectrum of Figure 2 vhere the
amplitude, Ax of any k-th harmonic of the
pulse repetition frequency, fr, is given by the
equation

AK = 2By {8 Sin w8kf
w Skfr

The nulls observed in Figure 2 occur at fre-
quencies wvhere the Ak vanish, that is at the
frequencies where kf, equals 1/3, 2/8, n/8,
etc. For the restricted bandwidth case, such
as presented by the pulse transformer, the
output pulse shape deviates from rectangular.
Figure } shows the comparative pulse shape
wvhen the actual pulse is restricted to coatain
frequency components below (a) 1/8, (b) 2/8
and (c) 3/B. From this it is demonstrated
that frequency components of the order of 2/8
to 3/3 should be passed by the pulse trans-
former. This means therefore that for a pulse
of .1 microsecond that the transformer should
pass at least frequencies up to 20 megacycles
vithout loss or distortion if a reasonmably
near rectangular pulse is required.

This bandwidth requirement can often be
met for medius or lov power transforwmers with
an upper limit of say SO KXW peak and for pulses
of the order of .l microsecond duration. PFor
higher pulse powers, however, the design
considerations for efficient power transfer
mitigate against wvide bandwidth., The larger
core sizes and wire sizes and the heavier
interlayer insulation cause an increased leak-
age reactance as vell as increased dielectric
losses both of which factors reduce the effec-
tive frequency pass band characteristics of
the transformer. Also the problem of saturation
in the outer laminations vith magnetic flux
barely penetrating to the innerwmost laminations
restrict the upper power level as well as the
upper pass band frequency. For these reasons
the upper practical limit for pulse trans-
former operation at medium and high power has
been for pulse durations greater than approx-
imately .1 microsecond.

Consider next the case where the pulse
forming network is allowed to discharge
directly into the magnetron, this procedure
eliminating the lossy pulse transformer. The
The'venin equivalent circuit for this case is
shown in Figure 4. For conditions of impedance
match, vhich case will cause the transfer of
energy stored in the pulse forming network to



the magnetron load in a single rectangular pulse,
the voltage developed across the load will be

EN. This requires that the network be charged
to a voltage twice as high as reauired for full
power level in the magnetron, This means, in
fact, that for a magnetron requiring 22 KV pulse
the pulse forming network must be charged to
44KV,

The High Powered Magnetron

High powered magnetrons present a special
problem in the formation of short pulses.
Consider, for example, the 4J50 magnetron which
requires that the rate of rise of voltage at
the 80% point of the voltage pulse not exceed
110 KV per microsecond., Should the voltage pulse
to this magnetron exceed this rate of rise,
there is a marked tendency for the electron
cloud not to form in the w-mode, this causing
the dynamic impedance of the magnetron to be
improperly high, which because of the modulator
load characteristic also causes the magnetron
pulse voltage to be improperly high.

The end result occasioned by a too rapidly
applied voltage pulse to a high powered
magnetron will be that of the magnetron failing
to establish oscillation in its -mode. With
the line type pulser this causes the voltage
to rise to a value considerably greater than
normal, since the magnetron will either be
operating as a diode or will be carried to a
cutoff condition. Figure 5 illustrates the V-1
curve of a typical magnetron with the pulser
load characteristic drawn through a typical
operating point of the magnetron. From this
figure where curve (a) represents the line type
pulser load characteristic it can be seen that
if the magnetron fails to operate in its proper
mode and thus take power from the pulser that
the pulse voltage applied to the magnetron will
approach twice the normal operating value.

For the 4J50 magnetron application using
a line type pulser the slope of the pulser vol-
tage curve at about 80% of full voltage should
not exceed the rate of rise of 110 KV per
microsecond. This value of voltage rate of
rise here limits the shortness of the pulse
to be produced, since a pulser with a single
section network will produce the minimum dur-
ation pulse of about .3 microseconds. This
pulse width can be reduced slightly giving a
pulse of .20 microseconds using the modified
line type pulser of Figure 6. Here the energy
is stored in the capacitor, C], and is discharged
through the hydrogen thyratron, Vi, with the

inductance L] being adjusted experimentally to
establish the pulse duration. The capacitor
C2 serves to cause the voltage to the magnetron
to be proportional to the integral of current
through the thyratron thus allowing the rate
of rise of voltage to be controlled during the
pre~-oscillating period. The inductor L3 serves
as a "tail biter", to cause the magnetron pulse
to be terminated somewhat more sharply than

otherwise would be the case. The inductor
serves to isolate the capacitance in the fil-
ament circuit of the held off and back current
diodes and thus reduce thyratron spike current.
The modulator circuit described in the
preceding paragraph indicates that an approx-
imate limit has been reached for short pulse
high power modulators of the line type. The
modulator technique to follow has been used
at the U, S. Navy Electronics Laboratory to
produce even shorter pulses at the full rated
power for the particular high powered mag-
netron,

PEDESTAL VOLTAGE TECHNIQUE

The pedestal voltage technique requires
that a low powered pulse, well rounded, be
appliéd to the magnetron as a pre-operating
pulse. This pulse brings the magnetron to
the threshold of operation with a wave
shape which allows the electron cloud to
becope sorted into the w7-mode and to be
producing RF power at about 5% to 10% of
the full power level.

After the magnetron is passing current
due to the pre-operating pulse, a short high-
powered pulse is applied to carry the magne-
tron voltage to the full power level. Since
the magnetron is already in the oscillating
mode at the time of application of the high-
powered pulse, the rate of rise of magnetron
current and also of RF power will be limited
almost entirely by the rate of build up of the
rotating electron cloud and by the Q of the
resonant cavities and of the output circuit
of the magnetron, this time being of the order
of a few millimicroseconds.

A simple circuit for the production of the
short pulse on a pedestal is shown in Figure 7.
The pedestal is formed by discharging the
single section network upon firing Thyratron
Vl. For the circuit values shown this produces -
a magnetron current pulse approximately 1
microsecond in duration and approximately a
half sinusoid in shape. At a time apprrox-
imately .6 microsecond later Thyratron V2 is
triggered to discharge the 50 ohm network #2
to produce a .15 microsecond pluse in the
4J50 magnetron.

Figure 8a shows the magnetron current wave-
form observed due to the pedestal pulse. This
waveform is to the scale of 1 ampere per ver-
tical division. The horizontal sweep scale re-
resents .4 microsecond per division. The mag-
netron current is carried to approximately the
1.6 ampere level at which value the jump in
magnetron current indicates build up of
oscillations in the w-mode. Figure 8b is the
same as waveform Figure 8a but with the verti-
cal scale set to 11.5 amperes per division.
Figure 8c shows the magnetron current developed
by triggering Thyratron V2 at approximately
.6 microsecond after the trigeering of




Thyratron V1. This second triggering action
allows the network #2 to discharge into the mag-
netron causing its current to increase to the

operating power level of approximately 30 amperes.

The RF pulse envelope produced by the .15
microsecond 30 ampere magnetron current pulse
is shown in Figure 9a where the sweep scale is
.1l microsecond per division. For comparison
Figure 9b shows the RF power produced by the
pedestal alone, Figure 10 shows the RF spectrum
as viewed with a TS-148 spectrum analyzer. The
frequency scale shows 12 megacycles between
principal nulls,

The pedestal modulator of Figure 7 presents
three serious drawbacks; namely, (1) two thy-
ratrons are required, (2) accurate trigger se-
quencing is required and (3) the lower limit of
short pulse operation is established by the
pass band characteristics of the pulse trans-
former.

This latter effect, in fact, was demonstra-
ted forcefully in the original test set-up
wherein a pulse transformer designed for oper-
ation with a .25 microsecond pulse was used.

For plate input voltage of 6.75 KV with res-
onance charging of the two section network #2,
the full magnetron current of 30 amperes was
observed. Reducing network #2 to a single
section network by removing capacitor #2 short-
ened the pulse by approximately SO% as was anti-
cipated but for no change in plate input voltage
the magnetron current was observed to be only

15 amperes, a reduction in peak RF power of
approximately 50%.

For pulse durations shorter than 0.15 micro-
seconds duration, an alternate experimental
modulator arrangement was necessary. This al-
ternate circuit, shown in Figure 11, again con-
sists of two modulators. Modulator No. 1,
adapted from the Navy Model SU-1 radar, develops
a pulse adjustable in amplitude and of 0.5 micro-
seconds duration. A Darlington Line Modulato
produces the short high-powered pulse achieving
therein a voltage step-up without requiring
the use of a pulse transformer, Timing pulses
for these two modulators are established in a
variable trigger delay unit to cause the
short pulse to arrive at the magnetron just
after the start of oscillation due to the pulse
from modulator No. 1.

A more complete discussion of the function-
ing of the Darlington Line modulator is present-
ed in later paragraphs and in Appendix 1.
Suffice it to say here that the Darlington Line
modulator used in the pedestal modulator ex-
periments was constructed of four five-section
networks, each network being an artificial
transmission line which has a two-way time of
travel of 0.1 microsecond.

The waveforms observed for the 0.1 micro-
second pedestal modulator are shown in Figure
12, this figure showing (a) magnetron current,

(b) r~f envelope and (c) r~f spectrum,

For the experimental modulators to produce
the 0.05 and the 0,03 microsecond pulses, the
individual artificial network were reduced to
two section networks and to one section networks
respectively.

The variable trigger delay unit was in each
case adjusted to cause the short pulse to arrive
at the magnetron at the peak of the much longer
pedestal pulse. Magnetron current, r-f envelope
and r-f spectrum waveforms for the 0,05 micro-
second pulses are presented in Figure 13, while
waveforms for the 0.03 microsecond pulses are
shown in Figure 14,

A work here is necessary concerning in-
strumentation for observing the above waveforms:

1. Pulse magnetron current was observed
by means of a current viewing resistor insert-
ed between the magnetron anode and ground,
while average magnetron current (not recorded
here) was measured in the pulse transformer
ground returm, The stray capacitance to
ground shunting the current viewing resistance
causes the magnetron current waveform to be
distorted due to the integrating effect of the
resistance-capacitance network. This distortion
while hardly noticeable in the 0.1 microsecond
pulse case renders almost meaningless the
current waveforms for the 0.05 microsecond
and the 0.03. microsecond pulse cases.
(Magnetron pulse current in the pedestal
modulator cannot be observed in the pulse
transformer ground return since the short pulse
currents do not flow in that circuit).

2. The r-f envelope waveform was pro-
duced in a crystal detector where the recti-
fied voltage was developed in the capacitance
of the crystal holder shunted by a 50 ohm
carbon-disc resistor. A cathode follower
probe designed for operation with the Tektromic
Model 517 oscilloscope was used to reduce the
capacitance shunting the disc resistor. In
this manner the rise-time and fall-time in the
envelope detector waveforms are below 0,01
microseconds being probably nearer 0,001
microseconds.

3. R-f spectrum waveforms were recorded
from a Model TS-148 spectrum analyzer,
While this spectrum analyzer is fully satis-
factory for operation with pulses longer than
about 0.1 microsecond, the usefulness of this
spectrum analyzer is quite restricted for the
very short pulse cases. First, the intermediate
frequency of the TS-148 analyzer is 22 mega-
cycles which allows image frequency components
to distort the spectrum of the very short
pulse, Secondly, the sweep frequency range is
about 50 megacycles to give a further dis-
tortion of the very short pulse spectrum.

Note that in Figure 14 (c) the r-f envelope
rise-time and fall-time each are of the order



of 0,01 microseconds which value is consistent
with pulse shapes produced by single section
pulse forming network., This suggests that the
rate of build-up of r—f energy in the cavities
and output circuit of the magnetron will be
somewhat less than this value. If this be the
case, it is a logical extrapolation to suggest
that the minimum pulse duration obtainable will
probably be of the order of 0.01 microseconds,
(It is worthy of note here that the type 4J50
magnetrons used in these tests were manufac-
tured by Litton Industries, San Carlos, Calif-
ornia under the Jan. 1A Specification dated 30
January 1952),

The Darlington Line4

The Darlington Line to be described in
succeeding paragraphs offers a technique which
can be employed to overcome the three disad-
vantages listed previously for the pedestal
modulator of Figure 7. The Darlington Line
employs the characteristic that where a voltage
wave traveling along a transmission line meets
a discontinuty, the boundary conditions at the
discontinuity cause the magnitude of the wave
traveling down the line to be changed as well
as to cause a voltage wave to be reflected back
toward the source.

Transmission line theory gives the magnitude
of the reflected wave as

ve(RL = Zo)y
(R + Z,)

where Ry is the load impedance and V is the
voltage traveling down the transmission line
of characteristic impedance, Zo. The voltage
developed across the load impedance is estab-
lished considering the The'venin equivalent
circuit, The voltage wave of V volts reaching
an open circuit load will cause a voltage wave
of 2V volts to appear at the open circuit.

The The'venin equivalent circuit thus becomes
that shown in Figure 15 and the voltage develop-
ed across the load is Vi = 2RpV.

Zo+R|

From the above relation it can be seen that
there will be a voltage magnification where
RL>2,,

This voltage step feature is employed in the
Darlington Line shown schematically in Figure

16 as being composed of n networks of artificial
transmission line. Each network has the same
two way time of travel, , of a voltage wave.
The characteristic impedances of the various
networks are chosen as follows:

m= R
n
Zk = k(k # 1) RL k=1, 2 »(n-1).
2
n

U6

When initially all capacitors are charged

to a voltage, V,, the closing of the switch

Sy will produce a voltage pulse of duration

8 and amplitude nV, across the load resistor
2

Rp. The switch S), in this case may be either

a spark gap, a gas discharge tube or may be a

hydrogen thyratron switch tube.

The voltage waves developed at various times
through the Darlington Line are shown in
Appendix A, where it is established that the
voltage pulse appearing at the load is delayed
in time from the instant of firing of the
thyratron. This time delay is established by
the time of travel of the wave generated by
the firing of the thyratron down the arti-
ficial transmission line to load. This delay
time, D, is

D = (n-1) § microseconds
2

where D is expressed in microseconds.

Pedestal modulator using Darlinston Line

The delay produced in the Darlington Line
can be used to establish the time interval
between the pedestal and the short pulse,
Consider the circuit of Figure 17 using a
4 network Darlington Line to produce a modu-
lator pulse of .1 microsecond duration, Each
individual network is a 5 section network and
during pulsing combine to produce the rectan-
gular pulse of Figure 18,

This pedestal modulator of Figure 17 is
designed to pulse the 4]J50 magnetron for
which the rate of rise of pulser voltage must
not exceed 110 KV per microsecond, and for
which the voltage-current characteristic of
Figure 19 (a) apply. The magnetron operating
point, P, presents a static load of 800 ohm
and a dynamic load of 235 ohm to the pulser.
A crude equivalent circuit of this magnetron
load, as far as pulser is concerned, is
shown in Figure 19 (b),

The single section network in Figure 17
is chosen to produce a half sine wave of
voltage for the magnetron while-in the diode
current region. This voltage wave will be

ep = Ep Sin tw

where represents the magnetron
the threshold of operation in the w-mode,
and w is the radian frequency of oscillation
of the single section L-C network discharging
energy into the diode resistance of the
magnetron. For the 4]50, EH = 16 KV approx-
imately, allowing w to be chosen to meet the
voltage rate of rise requirement of the mag-
netron., The rate of rise of the pedestal
voltage is

voltage at
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and must not exceed 110 KV per microsecond of
the threshold voltage, 16KV,
value the slope at the 70% voltage level we get

dep = 110X109 = wx 16000 x.7
dt

which neglecting the diode operation loading
gives as a realistic value of frequency for the
L-C network of 1.5 megacycles or a period of

«33 microseconds for the pedestal voltage pulse.

The triggering of the hydrogen thyratron
V, initiates the action of the single section
network in producing a 16KV pedestal voltage
which reaches its maximum value at a time .17
microseconds after the triggering of the
thyratron.
the voltage wave produced by the firing of the
thyratron travels down the Darlington Line and
is transformed up in voltage. By the time the
voltage wave reaches the end of the third net-
work in the Darlington Line, it is delayed in
time by three times the one way time of travel
(or by three halves the pulse duration) which
for a .1 microsecond pulse is at a time .15

microsecond after the triggering of the thyratron

Vl. The short pulse produced in the Darlington
Line thus is delayed in time to arrive at the
peak of the pedestal pulse and is coupled to
the magnetron to produce a 250 KW pulse of .1l
microsecond duration,

Note here that the firing of a single thy-
rathron produces both pedestal and power pulse
and that the time sequencing is established
totally by passive elements, Not, moreover,
that the short pulse is developed without re-
quiring a pulse transformer.
however, is coupled to the magnetron through

a pulse transformer to permit the single section

pedestal network to be charged in parallel with
the Darlington Line, This transformer passes

a .33 microsecond half-sinusoid pulse at a rather

low power level, while serving, as well as the

d-¢ return path for the mgnetron cathode circuit,

CONCLUSTON

Experimental investigations at the U. S,
Navy Electronics Laboratory have verified the
principle of the pedestal technique for pulsing
the high powered magnetron where a voltage rate
of rise specification restricts the shortness
of pulse desired. While the investigation re-
ported herein were restricted to the pulse du-

rations of 0.1l5 microseconds, 0,10 microseconds,

0.05 microseconds and 0.03 microseconds, it is
believed that the minimum pulse duration as

established by the rate of build up of the ro-
tating electron cloud and of r-f energy in the

cavities and output circuit has not been reached,

Choosing as a safe

During the formation of the pedestal,

The pedestal pulse,

7

This pedestal technique is suggested for
applications with the older style magnetrons
which give erratic performance making possible
in this manner the utilization of magnetrons
now being considered inoperable. The pedestal
technique is also suggested as a device by
which parallel operation of two or more mag-
netrons will become a practicality. Since
all magnetrons in this case may be pre-pulsed
simultaneously thus to establish a common
operating frequency, it is felt that the
common operating frequency will be maintained
when the input voltage is raised to the full
power level.
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APPENDIX A
"THE DARLINGTON CIRCUIT

The block diagram of the Darlington
circuit is shown in Figure A-1l, It consists
of (n-1) four terminal pulse forming networks
while the n-th network is a two terminal
pulse forming network. The reauirements to
obtain a single voltage pulse across the load
are (1) thatall the networks have the same
delay time and phase characteristics and (2)
the impedance relationships in the following
pair of equations apply:

(1) z. =Ry :_(:n_;_il

For the energy stored in the network to be
dissipated in a single pulse in the load, the
reflections taking place between networks
must of necessity cancel each other. The
voltage of the pulse thus formed is equal to
n/2 times the network voltage.

The voltage and current waveforms develop-
ed in the Darlington curcuit can be obtained
from simple transmission line theory, as
i1llustrated in Figure 2-A for a four network
Darlington circuit, The action of closing
the switch, S, produces a voltage wave equal
to and of polarity opposite to the voltage
En, initially across the network. This
voltage wave ey travels down the first section
unchanged untii the discontinuity is reached
between networks Z; and Z,. Figure A-2(a)
shows this voltage e} just before it reaches
the junction between the two networks. Here
two voltage waves are produced, one traveling



in the s econd network, the other reflected

back in the first network as shown in Figure
A-2(b), The The'venin equivalent circuit can
be applied at the junction using the character-
istic impedances of the two networks and noting
that the open~circuit voltage at the junction
terminals will be twice the magnitude of the
wave traveling down the network. The voltage
e,, traveling in the forward direction in the
second network is

Z 3e
= _‘— - —1
e,=2e Z,+2, 2

which is measured from the voltage level, E, to
which the network was originally charged. The
voltage wave e)' traveling in the negative
direction in network #1 is referenced to the
zero voltage level since the initial voltage
wave leaves the PFN capacitors uncharged.
(Energy remains in the network however due

to currents flowing in the inductor), The
magnitude of e)! is

4 . e

e{= 20, Z."Zz ??

These waves travel in their respective
directions to produce further voltage waves
and reflections as scheduled in Figure A-3
for a four network Darlington circuit,

The primary voltage wave traveling down
the Darlingston circuit is amplified by the
impedance change between networks to produce
a pulse_% times the voltage, E,, to which the

network was initially charged.

Comparison now can be made to voltage

multiplication by means of the Darlington circuit

as compared to the conventional single network
line pulser employing a pulse transformer to
give the voltage step up. Assuming momentarily
the use of a loss-less pulse transformer where
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Fig. 1 - Line type pulser,
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the secondary to primary turns ratio is an in-
teger, i,e., 2, 3, 4 etc., energy considerations
require that the impedance of the pulse network
be matched by the transformer impedance ratio
to that of the load giving the voltage on the
network as E, = % * e, which equation is iden-

tical to that of the n-network Darlington Circuit
Energy storage in the n-network Darlington cir-
cuit must therefore be identical to the energy
stored in the single network of the conventional
pulser giving thus that the total capacitance

in the n-network Darlington Circuit will equal
the total capacitance in the network of the
conventional line type pulser employing a n:l
transformer turns ratio. Voltage to these two
networks, moreover, will be the same as will

the plate supply currents for a given appli-
cation,

The Darlington Circuit offers a notable
advantage for high power and/or short pulse
operation of a magnetron oscillator since the
impedance transfer is achieved through loss-
less networks rather than by means of a
transformer which is relatively more lossy.
There is also a distinct weight saving since
the relatively heavy transformer is eliminated.
(Note that since the total capacitance of the
n-network Darlington Circuit will equal the
total capacitance in the n:1 transformer-
coupled network the weight of the two networks
will not differ appreciably.)
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(Lower trace for pedestal alone)

Fige 12 - Waveforms for 0.1 usec pulser.

(b) RF envelope (¢) Spectrum
Sweep speed - 0.05 psec/div Approx 30 mc between nulls

(Lower trace for pedestal alone)

{a) Magnetron currant (b) RF envelope (c) Spectrum
Sweep speed - 0.05 usec/div Approx U5 mc between nulls

Fig. 13 - Waveforms for 0.05 psec pulser.
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Fig. 18
Voltage pulse from 5-section pulse forming network.
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(a) Magnetron characteristic (idealized); (b) mag-
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z, ~t= 2,
1—szi:::
e2<:>j::;

INE
~e|"

(0} (b)

Fig. A-2
Voltage waves at impedance mismatch between
Darlington circuit networks (a) voltage wave
approaching junction and (b) voltage waves
produced at impedance mismatch,
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Voltage waveforms produced in pulsing a four-
network Darlington circuit.
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THE ROLE OF STEREO IN
"3_D" RADAR INDICATING SYSTEMS

By Walter R. Tower
Sperry Gyroscope Company
Division of The Sperry Corporation
Great Neck, New York

Summary

Indicator presentation of three-
dimensional radar data has been accom-
plished for many years but, in many cases,
in a less than ldeal manner. A survey of
generalized methods heretofore in use is
gilven 1n this paper. Present day methods
and contemplated systems are set forth,

The stereo type of indicator, including the
general theory of 1its operation and the
human factors involved, is described. Ex-
amples of various optical arrangements are
discussed. A typical stereo electronic
circult 1s described. Results of tests
using an artificial indicator and an actual
indicator operating with a search type
radar are mentioned. Advantages and dis-
advantages of the system are brought out
and application possibllities are stressed.

The Problem of
Three-Dimensional Presentation

Currently there is much popular
interest In the problem of the presenta-
tion of three-dimensional information from
a machine to a human observer. The motion
plcture industry has been expending con-
siderable effort to capitalize on the
three-dlmensional appeal by such means as
the peripheral vision screen {(as used in
"Cinerama" and "CinemaScope"), as well as
those systems requiring the projection of
separate eye images (the various "3-D"
displays).

Basic Radar Displays

In past years various types of radar
Indicators have been developed to present
to the observer spatial data derived from
the radar antenna position and from the
time In which echoes were received from
reflecting objects. In many cases, how-
ever, the method of data presentation
could be improved.

The basic types of indicatorsl which
have been used are shown in Fig. 1. The A
scan 1s essentially a one spatial dimen-
sion indicator presenting range hori-
zontally on the tube face. The B scan
presents two dimensions, range vertically
and bearing (azimuth) horizontally. The C
scan also presents two dimensions, eleva-
tion vertically and bearing horizontally.
The famillar PPI presents range radially
and presents bearing as the polar direction
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of a spot on the tube face. These indica-
tions are presented on the face of the
cathode ray tube, which is, of course, a
two dimensional surface. Therefore, the
actual position of the radar data on the
tube face can be specified at most in two
dimensions, although three coordinates are
required to describe completely the posi-
tion of a reflecting object.

A two-dimensional indicator 1is ade-
quate In many radar applications. For ex-
ample, in the detection and location of
naval vessels by other naval vessels,
azimuth and range are sufficient to specify
position. However, in cases such as the
detection of aircraft by ground based
radars, the two-dimensional display of the
alrcraft position leaves large areas of un-
certainty as to the position of the air-
craft.

Combined Displays

When positional information in three
dimensions is desired for only a few re-
flecting objects, it is feasible to allow
the operator to view separate two-dimen-
sional indicators placed side by side. By
correlating their Iinformation, he can de-
duce the three-dimensional space coordi-
nates of the targets. Many combinations

are possible in this method of presentation.

As an example of this method, Fig. 2
shows a type B and C combined indicator.
The three-dimensional position of the
target A can be deduced from a correlation
of the two scopes as shown. In this type
of presentation, it 1s often possible to
increase the number of targets handled by
various gating systems wherein only those
targets which are manually gated on one
scope are allowed to appear on the second
scope.

Quantized Coordinate Display

In order to present the third dimen-
slon on a single two-dimensional surface
it 1s sometimes possible to so quantize one
dimension that the additional dimension can
be shown within a region in which the quan-
tized dimension is constant. Fig. 3a shows
a type D indicator, in which coarse range
information 1s provided by the position of
a signal in the broad azimuth trace at
various constant elevation levels. Such a
presentation is applicable only when the



addition of the coarse third dimensionsal
data (range in this case) justifies the
loss of resolution in the quantized dimen-
sion (elevation in this case).

Coded Third Dimension

In many applications it 1is
to provide a rough type of third dimen-
sional information by the use of special
positional, numerical, or color codes at
the position of tle reflecting object on
the CRT. Flg. 3b shows the positional
code system known as a Type H indicator,
which presents azlimuth horizontally and
range vertlically. A radar target appears
as two do‘s, the left dot showling range
and a-imuth, the adjacent right dot giving
a rough Iindicatlon of elevation.

feasible

The coding also may take tle form of

a numerical symbol as shown 'n Fig. 3c,

which shows a type of {ndicator proposed
for certain alr surve!llance radars. In
this system a PPI which normally presents
slant range data 1s modifled to present a
ground pi.ane plot and tre coded dots are
used to sign'fy tle various Le'ght levels
of tle target to wh'ch they are adjacent.

Color also may be used as the coding
means. The representation of each reflect-
ing object may be deplcted ns a certa‘'n
shade or color according to 'ts spatial
value in any one dimension.

Indicators in which one or more of
the coordinate dimenslons are coded may
find considerable use wlen the pos’'tions
of a large number of reflecting ot Jects
are to be presented.

Perspective Three-D!mensional Displays

Berkely2 has shown that a single
cathode ray tube may be used to present
the 1llusion of three-dirensional space by
means of the proper mixing of the three
coordinate vari:ables. For Instance, sup-
pose a cube 1s projected onto a two-dimen-
s'‘onal surface. In an orthogonal view, it
would appear as a two-dimensional figure.
However, an oblique perspective: of the
cube would appear as in Fig. L. Then the
three-dimensional variables (x, y, and z),
of the cube are corbined to glive two-
dimensional (horizontal and vertical) co-
ordinates having the same origin and being
geometrically defined by:

#The term "perspective” as used here is
not strictly accurate, since, in a true
perspective drawing, lines which are
parallel in the fligure to be drawn do not
appear parallel in the perspective view
but meet at some remote point.

X =x -z s8in ©
Y =y -z cos ®
where
X = horizontal coordinate in two-

dimensional plane (CRT face)
Y = vertical coordinate in two-
dimensional plane (CRT face)
X, Y, z = coordinates In three-dimen-

sional space

8 = angle the cz-axls makes with
the y-axis in projection

Physt!cally, a simple representation
of this transformation can be realized
quite easily. For instance, suppose it is
desired to represent the plane - c =0
on a scope face. Choose x and = as the
{ndependent variables to cover the plane
as two sweep voltages of different but

integrally related frequencies. Then:
X = nkt
z - kt
where
t - time
k slope of sawtooth
n = slope multiplier equivalent to
frequency rultipller
Using the transformation equations with
8 = 5°:
X =x -2z 8in 8
or £ = nkt - kt sin 45°
and
Y=y -2cos @
or Y = ¢ - kt cos L45°

To satisfy the above equations X
(horizontal deflection voltage) can be a
3 kc sawtooth added to a 15 cps sawtooth
while Y (vertical deflection voltage) can
be a constant (positional) voltage plus
the same 15 cps sawtooth., The plane

J - ¢ = o then appears on the scope as

seen In Fig. Sa.

By similar methods the three-dimen-
sional surface A sin z - y = O shown in

Fig. S5b is produced by deflection voltages:
X = 1.5 kc sawtooth + 30 cps sawtooth
Y = 30 cps sawtooth - 60 cps sine wave

This type of three-dimensional
presentation is quite effective where a
limited volume of space is to be shown,
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and it has been used in several displays
where radar antenna tracking errors were
to be presented. One form of this type of
tracking scope is shown in Fig. 6. The
elevation error between the reflecting
object and the radar antenna 1is shown as a
vertical deflection plate voltage, the
azimuth error is shown as a horizontal de-
flection plate voltage, and the range
error is applied as equal voltages to both
the horizontal and vertical plates. The
three error voltages (azimuth, elevation,
and range) then are effective in moving
the spot away from the zero or no error
position.

It is necessary to add various three-
dimensional "clues" to a representation of
this type in order to increase the depth
effect and to avoid interpretation ambi-
guities. In Fig. 6 a three coordinate axis
has been added and the X and Y deflection
path of the target has been made visible
to render a single interpretation of the
position in space of the target relative
to the zero error position.

This type of indication is adequate
where there are only a few reflecting ob-
Jects to be presented over a small volume
of space. When many targets are present
over a large volume of space, a display
capable of hemispherical coverage and of
more natural appearance is desirable.

Volumetric Models

Various attempts have been made to
simulate the actual position of reflecting
objects in a volume by the production of a
so-called scale model of space with the
target coordinate positions displayed to
the same scale.

Two interesting examples of this
have appeared recently in the patent
literature. The first3 describes a sys-
tem, shown in Fig. 7, whereby an ordinary
PPI is used to present the output of a
volumetric coverege radar. In one embodi-
ment of this invention the ground position
of the targets is placed in a storage
medium and the height of the target is
stored in the meuium in a recoverable code.
A height decoding mechanism then sequen-
tially scans the storage medium and selects
the targets at various height levels (re-
Jecting targets at other height levels).
Simultaneously, a mechanism driven from
the decoder, positions the tube physically
nearer or farther from the observer in
synchronism with the height layer being
decoded. If the selected layers of alti-
tude and correlated tube positions are
selected in synchronism at a fast enough
rate, the targets will appear to be situ-
ated in a scale model of space at the
proper spatial coordinates as derived from
the radar.
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The second systemu, as shown in
Fig. 8, depends for its operation upon a
special volumetric chamber to produce a
spatial scale model indicator. This
chamber has attached to it two ordinary
cathode ray guns at right angles to each
other. The two electron beams are accel-
erated into and may intersect within the
central chamber. The central chamber is
filled with a gas having properties such
that it emits light when the beams inter-
sect with proper energy. Light is emitted,
however, only at the point of intersection.
The proper beam energy for light emission
at the crossing point exists only when
both beams are energized with target
signals simultaneously.

Thus, if the two beams are made to
scan the volume of the chamber in such a
manner that their intersection represents
the point in space being traversed by the
radar search system, the chamber will show
bright spots at the proper spatial posi-
tions. The observer can then interpret
the spots of light in the chamber as the
three-dimensional position of the reflect-
ing objects in space.

Other means of producing a three-
dimensional space display have been in-
vestigated. One promising means lies in
the principles of stereoscopics.

Stereo Oscillography

The Sperry Gyroscope Company was
responsible for much of the early investi-
gation and development of stereo oscil-
lography apd was the first company to
develop 2+0,7 a method of producing a
three-dimensional radar display by means of
a volumetric radar and the utilization of
stereoscopic principles with cathode ray
tubes. 1In order to grasp the principles -
involved in such displays it is necessary
to understand some of the fundamentals of
three-dimensional vision or "depth
perception".

How the Eye Sees Three Dimensions

The sensation of depth comes about
from the subtle blending of many clues ob-
tained by the eyes in the process of view-
ing objects. A single eye can obtain the
effect from the everyday experiences of
looking at objects and noting:

1. Their relative sizes

2. The way the objects appear in
perspective

3. The position of one object in
front of another

4. The changes in focus of nearby
objects

5. The parallax effect seen when an
observer shifts his position relative to
near and far objects

6. The effect of shadows



A much more pronounced effect is
possible, however, when both eyes are used
to view objects. This process, known as
binocular vision, accomplishes depth per-
ception by the following additional means:

1. Convergence - the angular change
in the visual eye paths for varying depth
2. Accommodation or focus - as

related to convergence

3. Retinal disparity - the differ-
ence in the aspect or backgrounds of the
two eye images when the eyes are fixed
upon a single object.

From repeated experience the
condition themselves to accept the
given to them by all the processes above
and to deduce from the combination the
correct spatial position of the objects
seen.

eyes
clues

It is possible, however, to construc
a visual picture which deletes some of the
clues. If the eyes do not pick up false
clues that generate conflict in inter-
pretation, the missing clues are sometimes
unimportant and the eyes continue to see
depth.

Stereo Indicator

If there
the single eye

were no clues to depth for
and none for the binocular
vision of both eyes, except for the clues
of convergence and retinal disparity, it
would be possible to present a three-
dimensional picture in terms of two flat
pictures.

If a typical radar PPI CRT is used
to present target data of azimuth and
ground range, a perfectly "flat" two-
dimensional indicator will result. The
light areas on the tube are essentially
"structureless" and of the same size, and
usually no shadows and no intersections or
parallax effects are noted. When such an
indicator is viewed, there are no clues
available to indicate any third dimension
or height of reflecting objects. All ob-
jects will appear in the plane of the
scope face.

If two identical PPI's of the type
mentioned above are arranged so that the
right eye sees only the right tube and the
left eye sees only the left tube 1n such a
manner that the two images fuse, a bi-
nocular convergence effect can be gained
by adding a "stereoscopic displacement" to
the two scopes. A third dimension is then
presented to the operator to enable him to
decide the position of reflecting objects
in space within the range of the radar.

That such a binocular convergence
creates a third-dimenaional effect has
been shown by Schmitt® in the following

t
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brief analysis of the stereo displacement.
The operator is assumed to be looking down
on the objects to be presented, as shown
in the diagram of Fig. 9.

S = interocular distance

d = distance from eye to projec-
tion plane

¢ = apparent distance of object
from projection plane

A = amount of displacement neces-

sary to make object appear at
distance d-c from observer

The necessary amount of displacement
of each object in order for the object to
appear at the distance d-c¢ from the opera-
tor or at a distance ¢ from the projection
plane is:

_ 3d
2(d-c)

This relation can be derived from the
similar triangles as seen in Fig. 9.

A

Hence, for an object a given distance
in front of the projection plane the elec-
trical displacement (A) should be applied
with different polarity to the scopes; the
right scope should have its displacement
to the left and the left scope should have
its displacement to the right.

The relation between apparent dis-
tance in front of the projection plane and
the required displacement is not a straight
line function, but over certain limits a
straight line function will give suffi-
ciently good results.

Simplified Stereo Indicator Circuit

A representative radar indicator
system providing a stereo presentation is
shown in Fig. 10. A pencil beam radar
scanning antenna, as it is moved in azi-
muth and elevation, scans a volume of sSpace
surrounding the radar location. The ele-
vation and azimuth of the radar scanner
are utilized in combination with the time
of return of the radar video from the re-
flecting object, with the combination pro-
ducing the stereo indication according to
the principle outlined above.

A fixed a-c voltage is first applied
to the elevation resolver rotor, which
moves in direct connection with the posi-
tion of the scanner elevation. Two outputs
are derived from the scanner elevation re-
solver; they are an elevation sine function
and elevation cosine function.

The position of the elevation re-
solver rotor is chosen with respect to the



sScanner elevation so that an a-c voltage
whose amplitude is proportional to the
cosine of the elevation angle is fed to

be in their true three-dimensional position
in space except for the aforementioned dis-
tortion caused by displacement non-linearity

the ground plane channel and a sine func-
tion is fed to the stereo channel.

The sweep former in the ground plane
channel is used in combination with the
synchronizer trigger to produce a sweep
voltage starting at the time of the trans-
mitter pulse and having an amplitude di-
rectly proportional to the cosine of the
elevation angle. Therefore, the effect is
to shorten the sweep length with increasing
elevation or, in other words, to present a
true ground projection of objects which
lie in the three-dimensional space.

The cosine function sweep is applied
to the rotor of the azimuth resolver. The
rotor of the azimuth resolver is moved in
direct connection with the azimuth posi-
tion of the radar scanner. The output of
the resolver stators is two sweep voltages
which vary in amplitude 90° out of space
phase with each other as the scanner
rotates,

These two azimuth resolver outputs
are fed into the inputs of horizontal and
vertical PPI amplifiers which feed the
horizontal and vertical plates of the left
and right CRT. The horizontal and verti-
cal amplifiers are connected to produce
push-pull voltages from the single ended
horizontal and vertical stator inputs.
Thus, as the scanner rotates, a ground
plane PPI will be generated by sweeps on
both right and left CRT scopes, which are
identical and which represent the hori-
zontal projection of the radar scanning
point in space.

The manner in which the stereo dis-
plecement is produced is as follows: the
other stator winding of the elevation re-
solver produces an a-c voltage whose am-
plitude is proportional to the sine of the
elevation angle of the scanner. 1In a
manner identical "to that of the ground
plane (cosine) channel already discussed,
the stereo channel sweep former produces a
Sweep voltage starting at the time of the
transmitter trigger and having an ampli-
tude which is a sine function of the ele-
vation angle. Therefore, there is applied
to the phase splitter a sweep voltage
which is a function of the altitude of the
radar scanning point.

The phase splitter produces sweeps
of equal amplitude but of opposite polar-
ities. One sweep is fed to the horizontal
amplifier for the left CRT and its inverse
is fed to the horizontal amplifier for the
right CRT. The polarities are such that
the displacement is to the right for the
left scope and to the left for the right
scope. The radar targets thus appear to
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as related to altitude.

Fig. 11 illustrates the type of
pattern obtained from the left and right
scopes of the radar stereo indicator de-
scribed above. Careful examination of
these patterns discloses that certain re-
flecting objects have the same scope face
position on the two scopes. These are ob-
Jects that lie in the ground plane or plane
of the scopes. Corresponding images of
other objects have been displaced hori-
zontally to the right on the left scope and
to the left on the right scope. These are
objects which will appear above the plane
of the scopes toward the observer when the

two scope images are viewed stereoscopically.

In the stereo displacement diagram,
Fig. 9, the displacements shown were suf-
ficient to move the object from the remote
position beyond the scope face to a posi-
tion in front of the scope between observer
and scope face. In most practical systems
(including the one described) the most re-
mote objects are usually shown in the plane
of the scope face and hence no electrical
deflection is needed to bring the objects
from the remote point to the plane of the
scopes.

Methods of Combining the Scope Images

Various methods of combining the
scope images are available:

1. Direct eye-paths - If the scopes
are arranged so that they can be viewed
directly by a single observer the paths
can be physically separate, as illustrated
in Fig. 12a. When large cathode ray tubes
are used, the mirrors are necessary to inZ
sure that a reasonable convergence dis-
tance to the scope face can be realized.

2. Lens system - By the use of a
lens system and small cathode ray tubes as
shown in Fig. 12b it is posstble to avoid
the use of mirrors and to space the tubes
at about interocular spacing. This is
similar to the system used in the viewing
of slides used in ordinary stereoscopes.

3. Polarized viewing9 - A half-
silvered mirror (one specially treated to
transmit and reflect light equally) can be
used to fuse the two images as shown in
Fig. 12c. The combination of polarizing
filters placed in front of the tube and
polarizing glasses worn by the observer
accomplishes the separation of the eye
paths. By proper orientation of the sepa-
rate eye pieces in the goggles in relation
to the filters in front of the tubes, good
light transmission is obtained in relation
to one CRT and almost complete light



cancellation is obtained in relation to the
other CRT.

Various other methods can be used to
accomplish the stereoscopic principles of
displacement for the separate eye images,
fusion of these images, and separatian of
the left and right eye paths 10,11,

Precautions To Be Observed in a Stereo-
scopic System

The stereo method outlined above de-
pends for 1ts operation upon the eyes!
properties of convergence and retinal dis-
parity previously defined. Since all scope
indications are at one focus, hcwever, tle
focusing properties of the eyes are not
used in the indication of the third (depth)
dimension. Precautions must be taken to
insure that the focus effect does not con-
fuse the eyes and cause strain.

Since the principal focgs changes of
the eyes occur within two ydl , the stereo
system should be arranged such that all

the apparent visual distances to the indi-
cated objects are greater than two yd from
the observer. This prevents the conflict
that arises from permitting focus to tell -
the mind that the object is at one range
and convergence (or retinal disparity) to
tell the mind that the object is at another
range.

Both binocular convergence and reti-
nal disparity depend upon the difference
in the pictures presented to the left eye
and right eye in order to detect depth.
These two clues for detecting depth are
effective to about 20 yd in range. There-
fore, no object should be displaced in
range so as to appear to be greater than
20 yd from the observer. This defines the
maximum viewing field for the third (depth)
dimension. The optical system and stereo
displacement should be such as to cause
convergence of the eyes on points between
two and twenty yd, and the accommodation
arrangement should be such as to cause the
eyes to focus at some midpoint such as ten
yd.

In general, the amount of convergence
should be limited by keeping parameter
distances .within a range somewhat smaller
than 18 yd. This is especially true where
many objects must be observed: detecting
depth by retinal disparity is both diffi-
cult and tiring if the convergence of the
eyes varies appreciably from an object to
its background.

The field of view of the display
should be such that the smallest indica-
tion on the scope face should be well with-
in the resolving power of the eyes. The
resolving power or separation threshold
between two dots visible to the human eyes

is approximately 3 min of arcl2. If one
assumes about 1000 lines as the definition
of an ideal CRT (about twice as good as the
best of present-day scopes) and that such a
CRT be used in combination with a radar
capable of this range resolution, the field
of view should be around 50° (3000 min).

The optimum apparent viewing par-
ameters have thus been specified and are
shown in PFig. 13.

Depth Resolution

Depth resolution is defined as the
smallest increment in depth which can be
detected by the eyes when viewing the dis-
play. The amount of resolution in depth
can be found by considering the minimum
detectable changes in the principal depth
clue - that of convergence. The human
ocular system is capable of detecting sur-
prisingly small angular changes in con-
vergence. (Lowest threshold is two sec and
the average is twelve sec of arcl2,) The
amount of depth resolution, therefore, may
be found for the stereo display of Fig. 13
by dividing the angular difference in con-
vergence between the nearest (2 yd) and
farthest (16 yd) object by the average
angular convergence threshold. The result
is that it is possible to detect about 450
visible stereo levels. However, as a prac-
tical matter, the assumption of a maximum
radar height detection equal to radar range
(scope radius) reduces this figure to ap-
proximately 50 levels.

Results of Tests of Stereo Perception of
Human Operations on a Simulated Display

In order to test the general effec-
tiveness of the stereo presentation under
ideal conditions, a stereo console was
constructed as part of a specific study of
indicator techniques. The console utilized
the optical arrangement shown in Fig. 12c.
The scope patterns shown in Fig. 11 were
reproduced with fluorescent paint and were
illuminated with ultraviolet light from
shaded lamps. One hundred and ten subjects
were tested (engineers, technicians, and
secretaries) with no preparation as to what
they were expected to see. They were
placed before the console, their polaroid
glasses were adjusted, and they were asked
to explain what they saw. One hundred and
three subjects were able to see the targets
in three dimensions. Of the seven who did
not see the effect only one had 20-20
vision. The rest had varying degrees of
visual defects.

In general, the subjects had no
trouble in picking the correct relative
heights of the targets presented and were
able to estimate the exact height of the
targets within about 20 per cent. (Since
the exact apparent height will vary with
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viewing distance of the eyes from the
display, a height scale should be added
where exact helghts are desired.)

Experimental Stereo Indicator

A radar PPI indicator utilizing the
stereo principles has been built and tested
by Sperry as part of the development of a
search radar. The system utilized an
optical arrangement as shown in Fig. 12a
with the addition of a magnification sys-
tem to increase the apparent size of the
3 in. diameter scopes used. The indicator
displayed in three dimensions the volume
of coverage of the radar system. The ex-
periments afforded much basic information
useful in future work and they brought out
certain difficulties as described below.

Disadvantages of Stereo System

The test program previously described
has demonstrated that the stereo system has
certain disadvantages.

Operational Disadvantages:

1. The problem of eye strain in a
stereoscopic system is often more serious
than it is in a "flat" display.

a. Incorrect optical parameters
may give false clues which confuse the eyes
and lead to eye strain.

b. Noise and irregular clutter
voltages which appear on the display may
give false clues and may tend to confuse
the eyes.

c. In a direct view system,
such as is shown in Fig. 12a and b, the
requirement that the head be fixed in
order that the eye paths remain separate
may lead to fatigue.

d. In a polaroid system such as
is shown in Fig. 12c¢c, the addition of the
glasses and the consequent loss of avail-
able light may be tiring.

2. In a radar stereo display system
presenting only a few depth clues, the
problem of interpretational ambiguities
can be troublesome. For instance, two re-
flecting objects which are situated in
space in the same horizontal plane (same h
position in an x, y, h coordinate system)™
and which are close together (same J posi-
tion, adjacent x positions) can be inter-
preted on the stereo indicator as being
two reflecting objects at the same ground
position (same x, y position) but at dif-
ferent heights. Such confusion of posi-
tion is caused by the inability of the
observer to determine which of the two
ad jacent objects seen by one eye should be
paired with which of the adjacent objects
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seen by the other eye. Other clues, how-
ever, such as persistence of target path,
may be sufficient to remove the ambigulties.

3. The persistence of present day
scope phosphors is too short to take ad-
vantage of volumelric radar coverage. By
the time a pencil beam radar scanner has
covered a significant part of the total
volume, the scope indication representing
many of the reflecting objects has dis-
appeared and, therefore, the volumetric
indication is not complete.

Mechanization Difficulties:

1. The requirement for two cathode
ray scope patterns which are identical
(except for stereo displacement) places a
severe requirement on cathode ray tube
characteristics as well as on the circuits.
A departure of more than three or four per
cent from similarity adds confusion and
decreases the effectiveness of the three-
dimensional properties.

2. The requirement for visual fusion
of the two images coupled with the neces-
sity for correct viewing parameters re-
quires a rather elaborate optical system
and therefore adds significantly to the
cost of the system.

Application of New Technigues

Some of the disadvantages to the
stereo type of indicator system eventually
may be overcome by the use of special dis-
play tubes which may replace the conven-
tional cathode ray tubes.

Improved direct view storage tubesl3’1u
should furnish superior indicator display
performance as .tfollows: o

1. The light output from the tube
screen can be many times that of a con-
ventional cathode ray tube.

-

2. The storage characteristic can be
used to give an image that does not decay
between scans, i.e., ideal persistence
characteristics are possible.

3. The storage characteristic may
be used to give considerable signal to
noise improvementl5,

A direct view storage tube stereo
system which is capable of sufficient light
output and persistence to present a steady,
bright display with superior signal to
noise characteristics may eventually be
developed. Such a display would be free
of many of the disadvantages mentioned in
the previous section.



Advantages and Applications

The stereo type of display has two
marked advantages over other more conven-
tional displays which present three-dimen-
sional data:

1. The display has an appearance of
naturalness. It presents a "scale model
of space" rather than a synthetic repre-
sentation.

2. The display can be interpreted
more rapidly than many conventional dis-
plays. This is especially true in cases
where there are large numbers of reflect-
ing objects in the volume of space covered
by the radar.

These two advantages are most im-
portant in many surveillance and search
type radar systems in which three-dimen-
sional information concerning a large
nurber of reflecting objects is necessary.

Typical Application

Airport surveillance radar is one
type of equipment which might benefit from
the type of display provided by a stereo -
indicator. At present altitude informa-
tion is not automatically furnished by the
usual airport surveillance radar and alti-
tude data must be obtained from the air-
craft. This is generally slow and places
an unnecessarily hgavy load on the com-
munication system1 . A radar supplying
three-dimensional data to a stereo indi- ~
cator might fulfill the requirements of
this application.

Conclusion

The stereo method of indicating
three-dimensional data, while having some
definite disadvantages, holds considerable
promise when proper design can be combined
with superior indicating tubes now under
development.
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AN AUTOMATIC ANTINNA MATCHING UNIT

E. W. Schwittek
Engineer
Collins Radio Company
Cedar Rapids, [owa

The theory of operation concerning an automatr
antenna matching unit designed to operate in the
2 = 25 mc frequency range is discussed. This
device is intended primarily for ooeration with
aircraft transamitters which are designed to deliver
power into a S2-ohm resistivs load. The purpose of
such a unit is to automatically transform tne im-
padances presented by all ordinary aircraft antermas
to a Y2-ohm resistive impedance for coupling to the
atrcraft transmitter.

INTRODUCTI N

Tn the desiyn of any practical automatic
antenna matching unit, several factors must be con-
sidered. The most important of these is that the
automatic device must tranaforwm the very wide range
of antenna impedances ccmmonly enccuntered in
comrumicntion Antenras to the partic.lrr resistive
irpedance irnte which the transmitter is designed to
operate. The automatic device must perform this
function accurately, efticiently, rapidly, and with
little or no pre-information regarding the type of
antenna and overatin, frequercy.

The particular sutomatic antenna matching unit
which wil) be descrited is intended for operat:on
with aircra’t antennas in the treGusncy range of
2 to S mc with a transmitter that is designed to
celiver its pomer to a S5c-chm resistive imoedance.
It 1s cepable ¢cf thus transfcrmiry the impecances
ropresented by 211 ordirary aircraft antennas over
the 2 to ¢% mc frequency range without additional
pre~informe ticn.

To completely discuss All aspects of the
autcmatic antenna matcring protlem is beyond the
scope of this paper. The serve systems that are
employed tc drive the tunsble elements and the
design of high < tuning elements are subjects for
parers in themselves. It is, therefore, the
purpose of this paper to (1) relate principally
the circuitry and theory of the impedance matching
netwcrk itself; (2) discuss the operation of the
device which supplies the servo system with the
infcrmation necessary for it to drive the tunable
elements tc their proper position; and (3) prcvide
a brief explanaticn cf the manner in which all the
elements are interconnected to perform the auto-
matic matching function.

THE IMPEDANCE MATCHING NETWURK

The capabilities of the complete automatic
matching unit to transform a wide range of antenna
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tTdnncea is directly dependent upon the capa-
bilities of the impedance matching network itself.

In the particular impsdance matching network
which {s to e described, three wvery basic match-
ing principals are combined to perform the complets
matching function. The first of these, and the
most obvious, is that an antenna impedance which
contains both resistance and reactance may be made
to appear purely resistive by series resonating
the antenna. That (s, an antenna which has the
impedsnce r ¢+ jx may be made to appear as r + j0O
by inserting in series with it a reactance equal
to the antenna reactance, but of opposite sign.

Tre second basic matching principal is that
exhibited by the "I" section shown in Fig. 1. To
acre clearly estatlish a comparison btetween the
circuit elements snown in Fig. 1 and their ultimate
representation in the complete impedance matching
network, let us define them. The element r, de-
notes the antenna resistance after the antenna
reactance has been cancelled according to the first
matching princical. The elesent K i{s representa-
tive of the resistive impedance presented to the
transeitter by the impedance matching rnetwork, X3
is the reactance of a fixed capacitor, and X; and
13 are variable tuning elements.

If the impedance equation is written for the
above circuit, Eq. 1, and set equal to h ¢+ jO, {t
is possitle to obtain twc simul taneous impedance
equations (Eqs. 2 and 3) in which r and X3 are
variables,

AX; J {xa ("'I" xli’xJ_J)QX) (I)

g0 =
: 3 Ale (xa'x,’)‘ AT (X;’x,)‘
: b
41¢X;¢A(_;—’—)0X3 2X,)§X‘=° (2)

-

(2% Xar %2) | X Xa

a i
(}{l l)

- )

(X, +%,)

Fortunately, these simultaneous equations
have the basic form of circles and, therefore,
their solutions may be readily obtained by plotting
the circles and noting their points of intersecticm.
Such a plot is shown accompanying the circuit in
Fig. 1.



It is important to realize exactly how the
plot is determined. All variables and constants
are expressed in terms of the value of R. That is,
they are expressed in terms of per unit values with
R as the base. Since it represents a fixed capa-
city, X2 can be considered constant at a given
frequency. In this particular example, it is con-
sidered to have the value of-jLR. Plotting this
information yields the Xp circle which is the plot
of equation (2).

Other circles are drawn on this graph using
the second simultaneous impedance equation (Eq. 3)
for various values of Xl, wherein the value of Xy
is expressed as a per unit value of K.

The locus of the intersections of the circles,
indicated by the solid line, represents the solu-
tions of the simultameous impedance equations for
various values of X1. This plot, therefore, re-
veals that any value of r, antenna resi stance, on
the locus of solutions may be transformed to R, the
required resistive load for the transmitter, with
appropriate values of X3 and L3. If k is 52 ohnms,
as we will require for the example transmitter,
then this circuit is ideally suited for transform-
ing antenna resistance values greater than 52 ohms
to 52 ohms.

The third basic matching principal is that
exhibited by a "T" sectiun also, but under slightly
different conditions. 1The circuit employed for
the third matching principal is shown in Fig. 2.

Again, r represents the various antenna
resistances desired to be transformed to R, the
required transmitter load. Rea,actance X3, is a
variable tuning element, and X] and X;'are tuping
elements arranged so that the sum of X] and Xy is
a constant for any particular frequency.

Since the circuit is basically a "T" section,
the same type of equations are used for the solu-
tion of the third metching principal as was used
for solution of the second.

x,] @

a’+xg+a[i;i):-]+X,(1X;)-» (X )=0 (%)

. A (X
R*jo

TArs (XS X))

, . |3
L ("".‘X;XJ*X-‘)*
Ate (X, + Xg)™

- [x X ] | x.(%2)

e X ~=0 (8
"+ Azt (X'-OX;) (X‘A-X;)
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Again, the simultaneous equations (5 and 6)
exhibit the gererzl form of circles. The differ~
ences between the second and third basic matching
principal is due primarily to the fact that Xé is
now an inductance rather than a capacity, and
that though now both X] and X, are variable tuning
elements, their sum is a constant.

As before, it is important to ma}ize how the
plot is established. In this example X; + X2 is a
constant and is set equal to +j4R. Graphical
simul taneous sojutions are obtained by first \
assuming that X) = +j1R and X} = +j3R, then X =
+J2R and Xy = +j2H, etc. The intersections of the
various circles again produce a locus which
represents the solutions of the simul taneous im-
pedance equations for various values of X{ and X
within the limit that the sum of X]'_ and X; is a
constant. This plot, therefore, reveals that any
value of r, antemna resistance, on the locus of
solutions may be transformed to K, the required
resistive lead for the transmitter, with appropriae
valwes of X}, X3 and X3. Again, if we desire R to
be 52 ohms, this circuit is ideally suited for
transforming antenna resistance values which are
less than 52 ohms to 52 ohms.,

The circuits of Fig. 1 and 2 may be very
simply combined with the aid of a device, here-
after referred to as an autotransformer, to pro-
duce a new circuit that is capable of transforming
resistance both above and below 52 ohms to 52 ohms.
A schematic of this combination circuit is shown
in Fig. 2.

With reference to Fig 3 it may be seen that
the autotransformer is a coil with a fixed tap and
a variable tap. #hen antemna r values greater thm
52 ohms are desired to be transformed to 52 ohms,
the variable tap is in some position above the
fixed tap of the autotransformer. The matching
qualities of the second basic matching circuit
are thus obtained. It is ouvious that some varia-
tion in the theory must exist due to the presence
of the portion of the autotransforper from the -
fixed tap to ground, however, if X1 + lé is large
compared to R it does not materially affect the
basic matching theory.

On the other hand, when antenna r values
less than 52 ohms are desired to be transformed to
52 ohms, the variable autotransformer tap is in
some position below the fixed tap of the auto-
transformer, as indicated by the dotted position
of the variable tan. The X portion of the auto-
t.rans{'ormer is eliminated from the circuit and X
and Xp appear. Again it is obvious that the
presence of X, in this situation tends to produce
some variation in the matching theory presented
by altering the value of r -jX, which it shunts.
However, a slight readjustment of X3 and the
variable tap position of the autotransformer from
the theoretical will cancel its effect. The
presence of X, complicates the circuit slightly,
but does not alter its basic operation.

The mutual inductance existing between Xi



and X»l) has been neglected in the foregoing circuit
analysis. Its only real effec} would be that of
altering the assumption that X; + X2 is a constant
at all variable tap positions which are below the
fixed tap. 1lhis is not particularly serious, how-
ever, since at the limits when Xi = 0 and Xé = +juR
or when the reverse is true, the mutual inductance
is gero. Therefore, the end points of the locus
of matchable values of r (Fig. 2) would not be
altered. The only effect would be that the shape
of the locus between its end points woculd deviate
slightly from what is shown.

The complete radio frequency matching
network is shown in Fig. L. It differs from the
previous circuit in that a variable inductance as
well as a variable capacitance is inserted in
series with the antenna. These are the reactive
elements used to series resonate the antenna. The
variable capacitor serves the dual function of
series resonating any inductive antenna and pro-
viding X3.

It is felt that the circuit of Fig. 4 does
sstisfactorily perform the requirea function of
transforming a very wide range of antenna imped-
ances to 52 ohms resistive.

THE DISCRIMINATOR

The source of information that is used to
direct the operation and ultimate tuning position
of the various r-f matching network components is
an impedance monitoring device which will hereafter
be referred to as a discriminator. As Fig. §
indicates, the discriminator is connected between
the transmitter and the r-f matching network and
performs the function of constantly monitoring the
impedance presentad to the transmitter. The imped-
ance monitoring is done with respect to the ideal
52/0° ohm transmitter load. Thet is, the discrim-
inator monitors both the megnitude and phase of tre
impedance prosented to the transmitter and submits
its measurement in terms of two d-c voltages which
have polarity dependent upon the direction of
impedance deviation from 52/_0° ohms. Let us first
examine the portion of the discriminator that is
sensitive to the phase angle of the impedance
presented to the transmitter.

The phase of the impedance presented to the
transmitter by the r-f matching network is monitor-
ed by noting the phase relationship between the
transmi ssion line voltage, E, and the line current,
I. To determine the phase relationship existing
between E and I it is, of course, necessary to
sample each of them. The means of sampling is
important since it must be accurate throughout the
wide frequency range over which the system is
required tc operate.

The line current, I, is sampled by inductive
coupling to the transmission line. The center con-
ductor of the cosxial transmission line is passed
through the center of a 5/8 inch diamcter powdered
iron ring. A center-tapped, five-turn torroid
winding about the ring serves to provide the in-
ductive coupling to the line, wherein the induced
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voltage produced in the five-turn winding is
proportional to line current and 90 degrees out
of phase with it. The line voltage, E, is
sampled by a capacitive divider consisting of C,
and Cp.

It may be seen that the means of sampling E
and I has provided the essential voltages at the
proper phase so that they may be added vectorially
in the same manner as that employed in the ordin-
ary Foster-Seely discriminator circuit. That is,
if Ey7 B is rectified and added in polarity
opposition to rectified E;+ E', zero d-c output
voltapge is obtained if £ and I are in phase. If
E and I are not in phase, the circuit will prcvide
d-c output voltage of a polarity dependent upon
whether £ leads or lags I. #ith this type of £
and I sampling it is practical to ohtain phase
monitoring of E and I to within +5 degrees over
the 2 - 25 mc frequency range.

let us now examine the portion of the dis-
criminator that is sensitive to the magnitude of
the impedance presented to the transmitter. It
was previously stated that the inauuced voltage
across the five-turn torroid winding is directly
proportional to the magnitude of I. It is also
directly proportional to frequency since the
voltage drop-across the portion of the line to
which the torroid is coupled (primary) is directly
proportional to frequency.

The same proportion properties can be made to
exist between o3 and & through the use of a simple
circuit containing 03 and R, when R<< Xcjy.

With the frequency denoted by f, the magnitude
of Ejec K1 fI. The magnitude of E3«<K; fE. Through
the choice of component values it is possible to
make K; and Ky constants which will allow E3 = E)
when E/I = 52 for all frequencies. Then, if
rectified E3 is added in polarity opposition to
rectified E), gero d-c output voltage is obtained
from this portion of the discriminator when E/I =
62. If this ratio is not trus, the discriminator
will provide d-c output voltage of a polarity
dependent upon whether the ratio of E to I is
greater than or less than 52. With this type of
E and I sampling it is practical to obtain ratio
monitoring of E and I to within +10% of 52 over
the 2 - 25 mc frequency range.

The complete discriminator is then a device
with two separate d-c voltage outputs. When the
impedance presentsd to the transmitter is 52/0°
the d-c voltage from each output is zero. #hen
the impedance presented to the transmitter differs
from this value, the d-c outputs are not zero and
have polarity dependent upon the direction of
magnitude or phase deviation.

OPERATION OF THE IMPEDANCE MATCHING NETWNORK
FROM DISCRIMINATOR INFOHMATION

To more clearly explain the manner in which
the impedance matching network operates from
discriminator informstion, let us analyze their
combination with the servo system as shown in



Fig. 6. The elements C and L are termed phasing
elemnts. Together they provide the large range
of reactance which is necessary to series resonate
the antenns reactance and provide the X, resctance
that is essential to the impedance matcging prop-
erties of the "T"™ section. The reactance of this
element would be such that x + XL or ¢ = X,.
Obviously, for any particular tuning opernzion,
only one of these reactive elements is necessary.
This is accomplished in the actusl unit by control
circuits which retain C at its maximum value when
L is required for tuning and L near its minimum
value when C is required for tuning.

Examination of Fig. 6 indicates that the
chopper coils and the fixed phases of the servo
motors are all excited from a common 40O cycle
source. The servo amplifiers themselves are
merely 40O cycle amplifiers, which in addition to
amplification provide a 90-degree phase shift to
the signal that is passed through them.

As an example of operation, let us assume that
the various impedance matching network tuning
elements are in such a position that only a slight
discrepancy exists between the actual impedance
presented to the transmitter and the required
imnedance of 52/0° ohms. For the sake of explana-
tion, assume that this impedance is 60/10°.

At the instant the transmitter delivers r-f
endrgy, both the impedance sensitive and phase
sensitive portions of the discriminator will detect
this error from the ideal impedance and will each
provide a d~c voltsge of a particular polarity at
their output point. The d-c voltage at the output
of the phase sensitive discriminator is applied to
a 400 cycle chopper which converts the d-c voltage
to LOO cycle a-c having phase in accordance with
the polarity of the d-c voltage. The LUO cycle
a-c is then amplified, shifted 90 degrees in phase,
and is used to excite ome phase of a two-phase
motor. With the particular 10 degree impedance
phase angle error that was assumed, the motor would
operate the phasing element, L or C, to increase
the value of capacitive reactance in the phasing
circuit a:d reduce the phase angle of the impedamce
presented to the transmitter to zero degrees.

At the same time, the d-c voltage appearing
at the output of the impedance sensitive discrimin-
ator is applied to another chopper, servo amplifier
and two-phase motor which mechanically moves the
variable autotransformer tap nearer ground to
correct for the assumed 8-ohm error in impedance
magni tuds .

This is the basic operation of the system,
with one exception. As was stated, the preceding
explanation of operation was indicative of s
tuning sequence wherein the matching elements were
only slightly mistuned from their ultimate posi-
tions. Upon further examination of the circuit,
it becomes apparent that a more complex condition
can, and usually does exist.

For an explanation of this, let us assume
that the antenna phasing elements, L and C, are
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considerably mispositioned from their ultim~te
tuning points. Under these conditions very little
antenna current is able to flow. In fact, most
of the r-f current which is being sampled by the
discriminator is the inductive current flowing
from the fixed tap of the autotransformer to groumd
or the current flowing from the fixed tap through
the capscitor, Cp, to ground, depending upon the
starting position of the autotransformer vari able
tap. The obvious problem exists - that of trying
to correctly tune the phasing elements, L and C,
to series resonate the antenna with information
obtained from a discrimin~tor, which under these
conditions cannot detect antenna current because
of its relative absence.

This is actually the usual tuning condition
and results in the necessity of forcibly operating
the phasing elements at the beginning of each
tuning operation by automatically applying a volt-
age to their motor until such time as they are
near enough to resonating the antenna to allow the
discriminator to assume control of the situation
and complete the tuning function.

Due primarily to practical considerations
with regard to component minimum and maximum
values it is still possible to present an antenna
to this network, as it is thus far described,
which the network is not capable of transforming
to 52 + j0. Since this cannot be tolerated, in
these instances a relay operated fixed capacitor,
Cs, provided within the antenna matching unit, is
permitted to shunt the antenna and change its
effective impedance to a matchable value. When-
ever Cs is required for the solution of a matching
problem,it decreases matching efficiency. Ita
use, therefore, is restricted to antenna imped-
ances which represent limits of tuning range and
for which the construction of a series resonating
reactance or autotransformer would be impractical.
The necessity for use of Cs is determined auto-
matically by providing switches at the extreme
limits of L and C and the sutotransformer, such
that if any one of these elements reaches the
limit of its tuning range, it will operate the
relay which connects Cs in shunt with the antenna.

CONCLUSION

let us briefly review the original require-
ments of wide range impedance matchlng, tuning
accuracy, efficiency, rapid tuning and pre-
information as they apply to this particular
automatic antenna matching unit.

The unit as constructed is capable of opera-
tion with antennas from 25 to 90 feet in length
over the 2 - 25 mc frequency range. The antennas
may have their remote ends either grounded or
ungrounded.

The tuning accuracy of the entire unit is
approximately equivalent to a 1.3/1 standing
wave ratio.

The efficiency of this antenna matching
unit is dependent primarily upon the relationship



existing betwsen the antenna Q factor and the Q
factors of the phasing inductance, L, and auto-
transformer. The greater the valus of coil Q with
respect to antenna Q, the greater is the matching
efficiency of this network. Every effort has been
extended, thercfore, to provide high Q windings
for L and the autotransformer.

The tims involved in matching any particular
antenna is, o1 course, dependent upon the antemna
and the startiny position of the various tunshls
elements. Time values of from 1 to 25 seconds
represent the limits in time that will elapse from
the instant the transmitter is weyed to the moment
ths antenna has beon completely tuned.

If the antenna length is between 25 and 90 feet
and the frequency of operation of the transmitter
is between 2 - 25 mc, no further information is
required by the unit except a grounding pulse from
the transmitter whenever a new frequency is

selected. Control circuits within the automatic
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antenna aatching unit perform the function of
keying the transaitter prior to tuning, and
unkeying the transmitter when the antenna has been
properly tuned.

Some changes in antenna cheracteristics occur
during operation, particularly in aircraft, where-
in antenna impedance vari stion occurs between
ground operation and flight. The unit is desigmed
to continually acnitor the impsdance presented to
the tranmmitter and thereby is able to continually
correct for this type of vari stion.
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A PROPORTIONAL DATA TRANSMISSION SYSTEM

W. C. Petrie
Collins Radio Company
Cedar Rapids, lowa

SummAry

A syatem for radio transmisaion of continu-
oualy variable dntn {8 described. The DC input
signal {s amplitude modulate! on a subcarrier
which {8 then transmitted. In order to provide
polarity sense and a reference zoro for the de-
modulat {ion process, an unmodulated subcearrier is
aleo transmitted. The gystem fratures n stnble
zero ani good linearity with a tolerance for
reasonnable {ncidental phaa~ ahifts. The dynamic
response cxtends from DC to above 25 cycles per
second and the DC to DC gnin is limited only by
the gain and dynamic range of the AC amplifiers.

Introduction

In n system wherein {t {a required to iransmi:
continuously over a radio link a number of channeln
of DC and low frequency proportionnl data, aome
form of subcarrier amplitude, phnre or frequency
modulation e often utilized. Time divieion multi-
plex involving digital coding may not be fensible
because of the complexity of the required terminal
equipment. Us~ of frequency division mul’iplex
with direct modula*’ion of asubcarriers eliminntes
the necesaity of complicated ~ncoding and te-
coding equipment.

As in any aystem where DC must be transmi*‘*ed,
the zero drift or atability {e of great i{mportance,
especially if the system 18 of the open-loop type.
The open-loop case {8 the usual for the system
wvhere data is to be transmitted o a remote point
by radlo, since the system output is not -on-
veniently avallable for comparison with the {nput
feedback fashion.

Phase and Frequency Modulation Systems

wWhere phase or frequency modulation of a sub-
carrier is used the phase or frequency stabilit,
of the system is the major factor affecting the
DC stability. Any phase or freguency drift ajpears
directly as an error in the system output. Phase
drifts are encountered whenever reference and modu-
lated subcarriers pass through parallel filter net-
wvorks the drift characteristics of which are not
perfectly matched for temperature and frequency
variations. In the FM system a spurious component
appears in the output whenever the discriminator
center frequency and the transmitted subcarrier
frequency drift relative to each other.

The obvious cure for this is to design the
system in such a manner that all usable input
signals frequency or phase modulate the subcarrier
to such a degree that drifts are negligible in
comparison or are "gwamped out” by brute force.

This can usually not be accomplished without
difficulty, however. 1If, for example, a system
zero stability of better than 14 of the full scale
signal {8 required, and subcarrier phase modu-
lation {8 proposed, then the phase deviation
repregenting the full scale signal must be at
least 100 times the phase stability of the system.
The linearity of the phase deviation would of
course be specified. A system phase stability of
better than several degrees may be difficult to
achieve vhen reference and modulated subcarriers
must pass through frequency-selective filters.

At the saze time the corresponding full scale
deviation of several hundred degrees is difficult
to generate and demodulate without ambiguity.

For a similar DC stability requirement in a
frequency modulated system a similar problem is
mrt. In order effectively to swamp out frequency
and discriminator drift, the frequency deviation
required to represent the full scale signal may be
a relatively large percentage of the center
frequency. Modulator and discriminator design are
difficult and the available subcarrier spectrum
*an not be used economically.

Amplitude Modulation System

Brief Description

In the DC transmission system to be described,
direct double-siieband suppressed (subd)carrier
amplitude modulation is utilized. In order to
provide polarity sense and a reference zero for the
demodulation process an unmodulated or reference
subcarrier i{s also transmitted. Dewmodulation is
effected by means of a well-known phasge detector
circuit. It will be shown that the system zero is
well protected without undue design difficulties
in obtaining reasonable linearity.

Fundamentally, this is the simple approach
frequently applied vhere a DC amplifier is
required without the complications of cascaded,
direct-coupled stages.

Block Disgram

A simplified block diagram of the system is
shown in Figure 1. A subcarrier is generated at
the desired frequency in a simple audio oscillator.
A reasonably good waveform is desirable although
harmonics can be removed by filtering. This signal
passes through a frequency doubler after which it
is applied to the carrier terminals of a balanced
modulator. The DC control signal to be transmitted
is applied to the modulation terminals. The output
of the balanced modulator is filtered to remove
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modulation frequency components and harmonics of
the modulated subcarrier.

At this point we have a double-sideband sup-
pressed-carrier signal. Contained therein is
information relative to both amplitude and polarity
of the input control signal. The subcarrier ampli-
tude is instantaneously proportional to the ampli-
tude of the control signal; and the subcarrier
phase is either zero or 180° according to whether
the control signal polarity is positive or nega-
tive. For a control signal equal to zero the
balanced modulator has nominally zero output.

The output of the subcarrier oscillator,
taken ahead of the frequency doubler, is also
filtered to suppress its harmonic content. This
unmodulated signal, at half the frequency of the
modulated subcarrier, is then combined linearly
with the modulated subcarrier and applied to the
modulation input terminals of the radio trans-
mission link. Other subcarrier pairs might be
injected at this point to provide additional
channels for data transmission.

This composite signal is transmitted as modu-
lation on the carrier of the radio link and is
recovered at the radio link output. It is then
applied to the demodulation circuits. The first
step in demodulation is to separate the sub-
carriers frequency-wise through the use of
frequency-selective filters. The signals are
then of the same form as before their linear
combination in the modulation equipment, that is,
a modulated subcarrier and a reference subcarrier
at exactly half frequency. Doubling the reference
subcarrier frequency produces an unmodulated
signal of frequency exactly equal to that of the
modulated subcarrier.

These signals are then compared in a con-
ventional balanced phase detector. The
differentially-connected outputs of the two halves
of the balanced phase detector comprise the output
signal of the channel.

Mode of Operation

Figure 2 indicates qualitatively the operation
of the demodulation circuit. An arbitrary control
signal to be transmitted is shown as the first
curve. After the balanced modulation process this
information is contained in the amplitude and phase
polarity of the moduiated subcarrier as shown in
the second curve of Figure 2. The subcarrier
amplitude is proportional to the control signal
and the amplitude is zero for intervals of zero
control signal. Further, there is a subcarrier
phase reversal whenever the control signal
polarity changes. The cross-hatching indicates the
relative phase of the subcarrier. This signal is
applied to one pair of input terminals of the
balanced phase detector as shown.

The reference or unmodulated subcarrier is
applied to the other pair of phase detector
terminals. This subcarrier is of the same
frequency as the modulated subcarrier, having been
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derived from the same oscillator. It has been
transmitted at half modulated subcarrier frequency
and has passed through a frequency doubler. 1Its
phase relative to the modulated subcarrier phase
is represented by the cross-hatching.

The envelope of Egp is derived by adding the
modulated signal to the reference subcarrier,
taking into consideration the relative phases.
Similarly, the envelope of Egp is derived by sub-
tracting the modulated signal from the reference
subcarrier, again taking into consideration the
relative phases. Epp and EQB are readily recog-
nized as ordinary double sideband amplitude modu-
lated signals; the only difference between the two
is that the phase of the envelope of the one is
inverted with respect to that of the other.

The voltages Egp and EQC represent the out-
puts of the two diodes, assuming peak detection.
Egop and Egc obviously follow the envelopes of Epa
and Egg, respectively. The DC level due to the
reference subcarrier is the same on both sides of
the circuit; the modulation phases are the inverse
of each other. Forming the difference EOp - EoC
removes the effect of the reference subcarrier
from the system output. The output is a replica
of the control signal in both amplitude and
polarity. It is apparent that the output zero is
obtained independently of the level of the refer-
ence subcarrier. Therefore the system zero
stability is, within practical limits, independent
of the system amplitude or gain stability. This
is to be compared with a frequency or phase modu-
lation system where the zero stability is a direct
function of the system frequency or phase
stability.

Phase Detector Analysis

In order better to illustrate how the zero
stability of the system comes about, Figure 3
shows the phase detector circuit again, this time
with a few pertinent equations. This is probably
the more or less standard phase detector analysis.-
The modulated subcarrier is applied to the two
diodes in push-pull and the reference subcarrier
is inserted in parallel. The phase angle ¢
represents the relative phase between the modu-
lated and reference subcarriers. In a phase
system this angle would itself be the modulation
variable. The amplitude eg of the modulated
subcarrier is, in the present case, the modulation
component to be detected. The angle ¢ 1is carried
along in order to evaluate its effect on the de-
modulation process, the circuit being, after all,
a phase detector.

The first pair of equations in Figure 3 gives
the two voltages Epp and Egp, which are the
signals applied to the two diodes. The second
pair of equations is the result of simple trigo-
nometric manipulation of the first. The angles a
and B are functions of the angle ¢ and the ratio
eB/Ec and are meaningless here since the diodes
are sensitive only to the amplitudes of the
applied signals. The next pair of equations gives
the diode load voltages Egop and EQC, assuming peak




detection. The expressions have been derived from
the previous pair by using the amplitude terms
only and simplifying by performing the indicated
squaring operations.

The output of the circuit is obtained by sub-
tracting Egc from EQp. The last equation repre-
sents the result, normalized with respect to the
factor 2Ecq.

In a phase modulation system, the same phase
detector circuit might conceivably be used. 1In
that case both eg and E¢ would be maintained con-
stant by amplitude limiting, and their ratio would
therefore be constant. For zero modulation the
arrangement of preceding circuitry would be such
that the angle ¢ would be 90°, resulting in an
output null. For the AM system under discussion
the circuit arrangement would set and maintain ¢
at zero nominally. The output null is obviously

obtained for eg equal to zero.
Computed Response
The curves plotted in Figure U4 are computed

from the last equation of Figure 3. These curves
indicate the effect of the phase angle ¢ on the
phase detector output when the circuit is used

as an amplitude detector. It is seen that for ¢
equal to zero the output varies linearly as the
amplitude of the modulated subcarrier. As ¢
departs from zero the output departs from line-

arity to a degree depending upon how far ¢ drifts.

For ¢ equal to 90° there is no output for any
es/Ec, and for ¢ greater than 90° the output
polarity changes. The output for negative es/Ec
is not shown but is negative. The complete re-
sponse curve is skew-symmetric about the origin.

For any value of ¢ the response curve
passes through the origin. This indicates that
there are no stringent requirements on the phase
stability of the system and, in particular, on
the subcarrier filters, insofar as zero pro-
tection is concerned.

Effect of Phase Shift

It is evident that the primary effects of
incidental phase shift are a departure from line-
arity and a change in gain. The effect of phase
shift on system gain might be evaluated by com-
puting the derivative of the response at the
origin and using this derivative to define a
gain. The absolute deviation from linearity may
be defined as the percentage departure of the
response from this linear response. Evaluating
this derivative discloses that the incremental
gain at the origin is proportional to cos ¢
For an absolutely linear response, the incre-
mental gain would be proportional to cos ¢ for
all values of es/Ec up to unity. The curves of
Figure 4 have shown that the response is not
linear for ¢ unequal to zero. The curves of
Figure 5 indicate the departure from absolute
linearity, or in effect the amount of curvature
of the response for various values of ¢.

Thus, for a fixed 10° phase error in insertion
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of the reference subcarrier, the maximum departure
from linearity is about six per cent. If the
maximum modulation depth is limited to 0.2 only
about one per cent departure from linearity occurs
for a fixed phase error of uL5°.

These curves are somewhat misleading since
they directly indicate only the effect of a fixed
error in the insertion angle of the reference sub-
carrier. A more practical problem is to determine
what happens if, after the system gain has been
set up with ¢ equal to zero, ¢ subsequently
drifts to some other value. Figure 6 shows what
can be expected under these conditions. These
curves are plotted on the basis of a percentage
departure from the ideal response obtained for ¢
equal to zero. From the curve for ¢ equal to
10°, a maximum departure of four per cent from
the ideal response will result if the modulation
depth eg/E; is limited to values less than 0.8.

If the modulation is limited to 0.2, a phase drift
of 20° will result in about a six per cent de-
parture from ideal.

This family of curves does not pass through
the origin, although the response itself does
pass through the origin. The intercept is
100(1 - cos ¢ ). The fact that a finite per-
centage departure from zero is still zero allows
the response to pass through the origin.

Limitations

It has been pointed out that reasonable

linearity and good zero protection are obtained
without excessively stringent requirements on the
phase or frequency stability of the system.
Naturally, this does not say that in the practical
system there are no problems. The system zero
drift is due principally to the zero drift of the
modulation and demodulation circuits. Similar
circuits might be used in a phase system but then
the system phase drifts would also contribute
directly to the zero drift. In the amplitude
modulation system a small zero offset occurs as
the result of the generation of the second
harmonic of the reference subcarrier which is
transmitted at half frequency. This offset is
inherently constant for periods of time short as
compared with component life and consequently
does not contribute appreciably to zero drift.
However, any zero balancing adjustment required
in the output of the phase detector to calibrate
out distortion or unsuppressed carrier or the
equivalent causes the phase detector itself to be
operated in a slightly unbalanced condition.
Zero output then does not occur at the natural
null of the phase detector. As a result phase
drifts in the system do contribute slightly to
zero drift.

The DC to IC gain can be no more stable
than the AC gain of the entire system including
the radio link. An FM radio link with voltage
regulated audio and modulation circuitry in the
transmitter and saturated, voltage regulated
limiters in the receiver probably gives the best
amplitude stability obtainable in that portion of



the system. Careful use of voltage regulation and
temperature compensation of negative feedback
amplifiers are the best approach to AC gain sta-
bility in the subcarrier equipment. The AM system
is probably at a slight disadvantage where

extreme gain stability is considered more important
than zero stability.

E}perimental Results

A number of experimental models of subcarrier
equipment for proportional data transmission have
been built using the AM system. These equipments
have been laboratory tested under a broad range
of service conditions. The zero drift is less
than +0.01 per cent of full scale signal per
minute after ten minutes of warm up operation.
The zero resolution is better than +0.5 per cent
of full scale signal. The dynamic response is
flat within +1.5 db to 30 cps, limited primarily
by phase detector output filtering in present
models.

The system linearity is defined in such a
manner as to lump absolute linearity with gain
stability. Figure 7 illustrates the definition.
The horizontal axis represents the system input
signal and is marked in per cent of full scale
signal. The vertical axis represents the de-
parture of the system output from the ideal linear
response. The vertical scale is marked in per
cent of full scale output. The inclined lines
represent limiting values of the response for all

variations of service conditions. A typical
response is shown.
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Fig. 1 - Simplified block diagram,
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An ideal system would have no zero drift,
the response would be absolutely linear, and the
gain would be constant. This ideal response
would be represented by a line coincident with
the horizontal axis. A departure from linearity
results in curvature of the response line, a zero
drift shows up as a vertical shift in the re-
sponse, and a gain change rotates the entire
response curve approximately about the origin.

Conclusion

The elements of a simple proportional data
transmission system using subcarrier amplitude
modulation have been briefly discussed. Modu-
lation and demodulation are relatively easily
accomplished using well-known circuitry. For
systems where zero protection is considered more
important than extremely good linearity or gain
stability, the AM system has many advantages.
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A DIGITAL AUTOPILOT COUPLER

W. L. Exner and A. D. Scarbrough
Hughes Research and Development Laboratories
Culver City, California

Summary

A system has been developed which
automatically controls the heading of an air-
craft in response to the output of a digital com-
puter. This involves the use of a coupler unit
which converts the binary steering signal sup-
plied by the computer to a form acceptable to
a conventional autopilot.

Factors which must be given considera-
tion in the design of such a coupler include the
operational features of the computer and auto-
Pilot, and the potential instability due to the
finite iteration time of the computer. A success-
ful coupler is described and its performance
discussed.

Introduction

The autopilot coupler which will be dis-
cussed in this paper was developed as a part
of an automatic, precision, aerial navigation
and weapon control system. This system,
which was developed and successfully flight
tested under a U,S. A F. contract, is known
as Digitac. One of the noteworthy features of
this system is that it marks the first success-
ful use of an airborne digital computer to con-
trol an aircraft,

This paper will deal with some of the
problems associated with the use of a digital
computer in such a control system, and de-
scribe the autopilot coupler which was developed
for this application. Two other papers, de-
scribing the Digitac computer and the flight
testing of the complete Digitac sxsﬁem, are be-
ing presented at this convention. "’

Problems of Digital Control

In contemplating the use of a digital
computer in any automatic control system
careful consideration must be given to two
characteristics of digital computation; namely,
quantization and delay. Since the computer re-
quires a finite time to solve the control problem,
it can provide new values of the control function
only once each computation cycle, and the out-
put is therefore quantized both in time and in
magnitude. Fluctuations in the output signal
caused by discontinuities of the input data can
be minimized by proper programing of the com-
puter, but spurious transients resulting from
computer malfunction can best be rejected by
analog filtering of the output signal. Although
such errors should be infrequent and of short
duration, the fact that the computer is being
used to control an aircraft makes it imperative
to include sufficient analog filtering to protect
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the aircraft, and such filtering results in in-
creased delay.

The delay inherent in digital control
systems is a result of the time required to
compute the control function, the time required
to smooth the data, and the time required to
filter the output signal.

The time required to smooth the data
and compute the control function depends on the
speed of the computer, the quality of the input
data, the complexity of the problem and the
skill with which it has been coded. Although
the Digitac computer can add 2640 sixteen -digit
binary numbers per second and perform other
arithmetic operations with corresponding rapid-
ity, the complexity of the problem is such that
its solution requires about one -half second.,
Thus it is apparent that if the computer is to
perform this control function satisfactorily it
must be required to pass only those frequencies
substantially below one cycle per second.

Problems of Aircraft Control

The basic aircraft-autopilot control

loop is shown in Figure 1. Here the heading of
the aircraft is measured by the compass, which
supplies the proper control signal to the auto-
pilot to enable it to hold the heading constant.
If a change in heading is required, it must be
made manually through the autopilot turn con-
trol, after which the system will hold the air-
craft on the new heading.

Perhaps the most obvious way to incor -
porate a navigation computer into such a system
is shown in Figure 2. Here the computer re -
ceives input data consisting of heading, air
speed, altitude, and ground position, from which
it computes the required heading and, through
a digital-to-analog converter and filter, sup-
Plies the autopilot with a steering gignal to
achieve this heading.

The basic function of the computer is to
compute a desired heading which, since it de-
pends on the aircraft position relative to its
destination, and the drift due to wind, is a
slowly varying function of time. Since in the
system shown in Figure 2 the computer and
filter are included in the aircraft-autopilot
stability loop, the computer is required to pass
all frequencies handled by this loop, some of
which are many times higher than those asso-
ciated with changes in the desired heading. This
system therefore puts much more stringent
requirements on the digital computer than its
basic function demands.



In the Digitac system, the stability pro-
blem has been approached from a different
point of view, as shown in Figure 3. Here the
burden of providing aircraft stability is carried
by the unbroken analog control loop consisting
of aircraft, compass, and autopilot; and the
computed heading error is added as a relatively
slowly varying quantity. Although the computer
output is heavily filtered to minimize the effect
of spurious transients, this filtering which is
outside the control loop, has no effect on the
aircraft-autopilot stability. It is apparent that
the use of this method tends to simplify both
computer and filter design, since it now be-
comes advantageous to filter out high frequency
components of the computed steering signal
which might be generated in turbulent air.
Furthermore, digital prediction and smoothing
techniques can be employed with greater suc-
cess when applied within this limited bandwidth.

It is fundamental to the operation of this
systemn that the rate at which variations in
steering signals are transmitted through the
autopilot coupler be slow enough to provide ade-
quate filtering, but fast enough to follow normal
course changes. When radical course changes
are required, the coupler saturates and holds
the aircraft at a fixed bank angle until its head-
ing approaches the heading required. This
will be discussed further, after a description
of the coupler equipment.

The Digitac Coupler

The E -6 autopilot, to which the Digitac
coupler was tailored, is a precision autopilot
designed primarily for the control of bombard-
ment aircraft. It is a stable and precise auto-
pilot and has excellent dynamic characteristics.
All heading control is achieved through coor-
dinated turns, the bank angle being a direct
function of the heading erros, up to a predeter-
mined maximum bank, which for the Digitac
tests was set at 20 degrees,

The heading reference for the autopilot
was supplied by a J-2 Gyrosyn compass, the
transmission between the compass and auto-
pilot being by means of a pair of synchros. In
order to modify this heading reference in re-
sponse to the steering signal, it was only neces-
sary to interpose a differential synchro between
the compass and the autopilot and arrange for
the shaft position of this differential to be posi-
tioned in accordance with the steering signal.
The heading reference, as seen by the autopilot,
is thus the compass heading plus-or-minus an
angle which is a quasi-integral of the computed
steering signal.

In addition to the differential synchro,
the Digitac autopilot coupler consists of equip-
ment and circuitry which smooths the digital
steering signal supplied by the computer and
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positions the shaft of the differential synchro
in response to the resultant function.

A block diagram of the complete coupler
is shown in Figure 4. The mechanical drive
for the differential synchro is provided by a
bi-directional notching motor, whose shaft
revolves 1/50 of a revolution for each applied
voltage pulse, and is locked in position at all
other times. Direction of rotation is determined
by a reversing relay, which is controlled by the
sign of the computed steering signal. Since
the notching motor is coupled to the differential
synchro through a 36:1 gear train, each pulse
applied to the motor corresponds to a heading
increment of 1/5 of a degree.

Application of pulses to the notching
motor is controlled by a seven-digit-plus-sign
shifting -counting register, as shown in Figure
4, The gate circuit allows pulses from the
pulse generator to be applied simultaneously to
the '"count' input of the register and to the notch-
ing motor, except when the contents of the re-
gister are zero. Since the register is designed
to count down, a number shifted into it (repre-
senting the steering signal) is then counted down
to zero, whereupon the pulses are stopped.
During this counting operation the notching
motor and the differential synchro will have been
rotated through an angle proportional to the mag-
nitude of the steering signal. It should be noted,
however, that except for very small steering
signals, there is never time for a complete
count-down to occur. A new steering signal,
representing the latest computed information,
is shifted into the register each half-second,
regardless of whether the previous count-down
was completed or not. Thus, spurious steering
signals of high amplitude but short duration have
little effect on the autopilot.

In order to achieve the rapid correction
of heading errors up to the full capacity of the
register, without danger of over control when
the steering signal approaches zero, it has been
found desirable to make the pulse rate propor-
tional, within limits, to the steering signal.
Since a voltage proportional to the steering sig-
nal is developed elsewhere in the system for
operation of the PDI (Pilot Director Indicator),
this voltage is used to control the repetition rate
of the pulse generator shown in Figure 4, over
a range of approximately four to fifteen cycles
per second.

Figure 5 is a photograph of the two chas-
sis which include most of the circuitry of the
research model of the autopilot coupler. These
chassis are plug-in units which fit into a rack
along with the rest of the input and output equip-
ment of the Digitac system. The upper chassis
holds the shifting -counting register, and the
lower chassis includes synchronizing and con-
trol circuitry. Figure 6 is a photograph of the



differential synchro and notching motor assem-
bly, together with the circuitry required for the
operation of the notching motor,.

The coupler operating as described
above has been demonstrated to be highly satis-
factory for controlling the aircraft when the re-
quired heading changes are within the + 12. 6
degree capacity of the shifting-counting register,
However, the Digitac system must be able to
control the aircraft over a pre -programed
course, involving heading changes of up to 180
degrees, and for such heading changes a differ-
ent mode of operation is required.

In order to explain how this is accom-
plished, it will be necessary to describe the
shifting -counting register in somewhat greater
detail. Although the register consists of seven
stages, only six of these are required to accom-
modate its full capacity of + 12. 6 degrees, each
bit being equal to 1/5 of a degree. The seventh
or most significant stage, contains a '"'one"
whenever the computed steering signal indicates
a heading error greater than this saturation
value. Since there is no count propagation into
the overload stage, whether it contains a "one"
or a ''zero'" is determined solely by whether the
last computed steering signal is greater or less
than saturation. Whenever such saturation does
occur, the pulse gate is held open and simultan-
eously the repetition rate of the pulse generator
is increased to approximately 30 per second.
This causes the differential synchro to be ro-
tated faster than the maximum rate of turn al-
lowed by the autopilot, with the result that the
aircraft is held in a fixed 20 degree bank.

During the turn a new steering signal
is shifted into the register every half-second.
As the turn progresses, the magnitude of these
numbers progressively decreases, until event-
ually one appears which is within the normal
capacity of the register. This indicates that
the aircraft is within approximately 12 degrees
of the required heading. As soon as this occurs
the pulse gate is closed for five seconds, stop-
ping the notching motor and allowing the air -
craft to roll out of its bank. In accomplishing
roll-out, the aircraft turns through an additional
12 degrees which brings it to approximately the
required heading; so that when, at the end of the
five second delay, the coupler returns to its
normal mode of operation only very small head-
ing corrections remain to be made.

Conclusions

When digital computers are applied to
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automatic aircraft guidance systems, their
limited bandwidth may be insufficient to achieve
stable operation if the computer is required to
handle the entire control problem. The most
promising approach to the stability problem ap-
pears to be to recognize that it consists of two

nearly independent parts; namely, the aircraft
stability problem, and the guidance stability
problem,

The aircraft stability problem involves a
wide band of frequencies, but the computations
are simple and of a type which can readily be
solved by analog techniques, as exemplified in
conventional autopilots. The guidance stability
problem is much more complex and, since sev-
eral modes of operation may be required, the
flexibility of digital computation is desirable.
Fortunately, the required bandwidth is well
within the capabilities of moderate speed digital
computers.

The method proposed in this paper for
combining the two types of computation has been
proven by extensive flight tests to provide smooth
and accurate control, even during periods of
operation when for one reason or another the
steering signal was so erratic as to make it al -
most impossible for the pilot to hold the aircraft
on course by following the PDI. Once the opti-
mum range of pulse rates had been determined
there was no tendency for the system to over-
control, yet required heading corrections were
accomplished by the coupler at least as effi-
ciently as by the human pilot.

The design of an autopilot coupler for
use with any particular system must inevitably
depend to a considerable degree on the peculiar-
ities of the computer and the autopilot with 1
which it will be used. However, it is believed
that the basic principles of the Digitac coupler
will prove widely applicable, not only to other
airborne digital control systems, but to many
other automatic cohtrol systems where it is de -
sired to take advantage of the accuracy and
flexibility of digital computation.

IE. E. Bolles, '"The Digitac Airborne Digital
Computer"

2E. M. Grabbe, D. W. Burbeck, and S. B.

Neister, '"Flight Testing of an Airborne Digital

Computer"
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SISTEM COMPENSATION WITH A
DIGITAL COMPUTER

John M. Salzer
Hughes Research and Development Laboratories
Culver City, California

Introduction

Recent years have witnessed a phenomenal
growth of the digital computer field. The useful-
ness of these high-speed computers in scientific
studies and in business systems is well establish-
ed, while their use in automatic control systems
is relatively unexplored. There is little
question, however, that digital techniques are
making their way into the control field and that
studies directed toward a better understanding of
the dynamic interaction between digital and analog
elements are justified.

This paper is a report on certain theoret-
ical and experimental studies conducted in regard
to compensating a simple closed-loop system by
appropriate programs in the digital computer,
which was one of the elements in the system. It
is assumed that the use of a digital computer has
been decided upon for various reasons, such as the
data transmitted being already in digital (pulse-
coded) form, or the flexibility afforded by the
use of a general-purpose machine, or the precision
required in the calculations; the possibility of
system compensation with the digital computer is
then an additional advantage. The present study
is 1limited to a particular system configuration
and to the use of linear compensating programs.

The analytical studies regarding the systems
and their compensations were tested experimentally
on the laboratory setup shown in Figure 1. The
analog portions of the system were simulated with
the GEDA (Goodyear Aircraft) analog computer shown
on the left. The results were recorded on the
Midcentury recorder shown on the right. The
digital computer and its associated test equip-
ment is shown in the center of the figure. The
digital computer used was the second laboratory
model (Model II) built for a particular control
system under development. It is a general-purpose
serial binary machine with a word length of 17
binary digits, using a magnetic drum and operating
at about 160 kilocycles pei gecond pulse rate.

The input-output equipment™ of this model handles
9 different inputs and L different outputs. With
a conversion performed on each drum revolution the
complete imput-output cycle (including one drum
revolution for calibration) takes 1l drum revolu-
tions or 0.105 seconds. In the experiments only
one input and one output were used, as the
computer was a single-channel link.

Analytical Representation of System

In all cases studied the controlled element,
0p(s), consisted of an integration in tandem with

a simple lag:
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Figure 2 shows how the digital computer was in-
serted into the closed-loop system, with means
provided to shunt the computer for a ready check
against the well-known behavior of the all=-analog
loop.

An important effect of the digital computer
on the data passing through it is the sampling of
the data. Due to the fact that several operations
are performed in sequence on the data entering
the digital computer, it is clear that the com-
puter accepts information only intermittently.

The minimum period between samplings is the com-
putation time. The computation also introduces a
delay between the time an input sample is accepted
and the time the corresponding output sample is
obtained. This output sample is then clamped in
order to supply a continuous signal to the
controller. The equivalent representation of the
digital computer is, therefore, that shown in
Figure 3.

The representation of sampling by impulse
modulation, where the carrier, u*(t), is a series
of impulses occurring T seconds apart, has been
discussed in the literature.2»3 Accordingly, the
transforms F*(s) and F(s) are related by

Prs) = 35 F(svk) (2)
k==00

where {1 = 27 /T = sampling angular frequency.
The effect of sampling is the creation of an
infinite number of side bands around [f] and all
harmonics of 1. To regain the continuous func-
tion these extraneous (complementary) frequencies
need to be eliminated. The clamping unit at the
output of the digital computer serves this pur-
pose, although it performs only an imperfect job
of low-pass filtering. The unit impulse response
of clamping is a rectangular pulse lasting the
sampling interval T. Such a pulse can be express-
ed as the difference between a unit step at t=0
and unit step at +~T, so thal the transfer func-
tion of the clamping unit is (1/s) - (e~T®/s).

Since the transfer function ?f the time
delay of YT seconds is merely e~ #T8, the analyt-
ical model of the digital computer is an impulse
modulator followed by a box (of suitable color)
having the transfer function

-
0,(s) = Lﬂiﬂl (3)



The only thing not yet accounted for in the system
is the compensating program itself. We will show
subsequently that in the linear case such a pro-
gram can also be represented by a transfer func-
tion. 1If so, everything in this closed-loop
system can be characterized by a transfer function,
except the sampling process itself. The net
result of this is that the forward loop consists
of an impulse modulator followed by some over-all
transfer function G(s) which includes the compen-
sating program, the computational delay, the
clamping filter, and the controller,

In references 2 and 3 it was shown that the
relation between the controlled quantity, C(s),
and the sampled form of the reference quantity,
R¥*(s), is

CSBZ - GSBE (L)

R7(8) 14G%(s)

for the conditions just discussed. The starred
quantities are related to the unstarred ones
according to Equation (2). It is often sufficient
to find the sampled output in terms of the sampled
input, for which the relationship is

c*(s)
R*(s)

G*(s) .
T7 ) (5)

The effect of sampling, the time delay due
to computation, the lag and imperfectness of the
clamping filter are disadvantages of using this
digital computer. Depending on the application
these effects may or may not be important, or they
nay be accepted in exchange of the advantages
gained by the use of a digital computer. In the
present investigations the parameters of the sys-
tem were purposefully so chosen as to make the
detrimental effect of the computer quite apparent;
the compensating potentlalities of the computer
could then be demonstrated quite strikingly.

Transfer Function of Computer Program

In conventional servo systems consisting of
a single loop, compensation is accomplished by the
insertion of some kind of filter (analog filter)
in the forward or feedback path or both, The
transfer function W(s) of such a filter of the
linear kind is a rational function of s. Another
way of describing such a filter is by its response
w(t) to a unit impulse at t = 0, where w(t) is the
inverse transform of W(s).

Knowing w(t) of a particular filter certaine-
ly allows one to find the output of this filter if
the input consists of a sum of impulses. However,
the input 1(t) is often contimuous, and in order
to obtain the continuous output o(t) it is neces-
sary to replace i(t) by a set of impulses, as
indicated in Figure L. Iet these impulses be
spaced T seconds apart and assign to them values
of areas equal to the approximate area under 1(t)
between this impulse and the previous one. Far
example, the impulse at t =£T has the value T.i({T)
which is the rectangular area cross-hatched
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in Figure L. The value of the output at t = 4T
will be the sum of the responses of the filter to
the individual input impulses; that is,

o(21) =Y Tut [(c.k)r] WD) (6)
k=0

The correct value of o(£T) is approximated
better as T in the above equation is made smaller.
The expression for the output will be correct when
T goes to zero. As T goes to zero, £and k ap-
proach infinity for the same interval in such a
manner that the products £ T and kT stay constants,
say t and T, In the limit Equation (6) becomes

(o o]
o(t) =~/0‘ dt Jd(t-T)ew(z) , (7)

which 18 recognized as the famous superposition
integral.

The purpose of this derivation was not to
obtain the superposition integral, which is deriv-
ed in many available books, but to impress on the
listener the fact that in obtaining the output of
a continuous-data filter he had to resort to the
subterfuge of input impulses, impulse response and
summation process. 1In characterizing the action
of a digital computer program, one can save a step
in the above derivation and use Equation (6) ite
self, because the inmput of the program is a set of
impulses (samples) and the output another set of
impulses. The use of impulses now is not a sube
terfuge but the actual situation, The sampling
interval T stays finite and the effect of the pro-
gram is described by the weighting sequence w(kT)
ar wy, rather than a weighting function w(<z),

The embarrassing thing in Equation (6) is
that the welghting sequence is infinite so that
the computation of a new output sample would take
™00 long"; such a program is not realizable., 1In
practice we can truncate the sequence, but we can -
do even better by adding terms which make use of
previously computed output samples also. Thus, a
completely general, yet realizable, linear program
would carrespond to the equation

of £1) = Zk:a.ki (e =)r] - k_%bko‘[(t-k)r] . (8)

If the output of the program is thought of
as a sequence of impulses, o(;;) is the area
under the impulse occurring at the output of the
program at t = £T. One may just as well call this
whole sequence of impulses o*(t), since it is a
legitimate though ragged function of time, and
similarly for the input. Doing so changes
Equation (8) into

n
*(t) = i O * .
o*(t) ;oaki (t-kT) }k';lbko (t-kT) (9)

The transform of the above equation is readily



obtdnod‘ if the transforms of i%(t) and o%*(t) are
called I*(s) and O™(s) respectively and if it is
remembered that a time delay x is represented by
multiplication of the transform by e=X®, Thus,

n n
o* - -kTs _» - -kTs o* , (10
(8) =) _aye 1*(s) éibke (s) , (10)

from which the transfer function of the program is
derived as

- =T
(o) _ 0%(s =.0+.1° T8 + ... +tae s(u)
I°(s 1+ ble-'l‘s +oees + bn,-n'!s

In what follows the letter z will be used in place
of e=T8; thus, Equation (11) can be written as

A+ 0T+ ... +as”
ey =2~ h d (12)

1 +bs+ ... +bns“

Having obtained a transfer function for a
linear, real-time digital-computer program, one
may deal with it as he would with the transfer
function of any filter. The frequency analysis of
sampled-data filters (of which digital-computer
programs are one example) has been discussed in
the literaturel,S, In what follows the appli-
cation of these techniques to the digital
compensation of the particular closed-loop
systems studied will be discussed.

Particular Systems Studied

As noted before, the analog partion of the
system had the transfer function G,(s) of Equation
(1) Two sets of parameters o mﬁ K were chosen
for the purpose of investigation, and the two
systems were called narrow-band and wide-band, the
latter having a nominal bandwidth four times that
of the former. The two sets of parameters are

listed:
[ Tt | 1
cese s(:c ! rldw/:ec i cpns S |
] ] _
Narrow-band | 0,42 |L.2| T |o.5 | 0.38 |
wide-band | 0,056 8.9‘ N l2.0 | 0.7J

In one case the resonant frequency of the closed-
loop all-analog system is seen to be 0.5 cps,
while in the other case it is 2.0 cps.

Since the computation in the computer was
synchronized with the input-output cycle, the
sampling time used was T = 0,105 sec, which cor-
responds to a sampling frequency of fg = 1/T =
9.55 cps. Theoretically the bandwidth of the
gystem should not be greater than fg/2 = L.76 cps,
but in a practical servo system one would want to
stay well below this band. From this point of
view even the narrow-band case is critical, since
the bandwidth of the system is greater than its
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resonant frequency. The wide-band system is even
more difficult to handle.

The two cases will be discussed separately.
After indicating the effect of inserting the
digital computer in each system, the compensation
of the mixed digital-analog system will be illus-
trated.

Compensation of the Narrow-Band System

The locus of the open-loop transfer function
of a system (the Ryquist plot) is a very useful
guide to estimating the general behavior of the
system. In particular, a good picture of systenm
stability can be rapidly obtained from these
plots, which also point t0 the nature and degree
of compensation required. For the narrow-band
system the plots of Figure 5 show the effect of
inserting the digital computer. The first curve
is the open-loop locus of the all-analog systenm,
0(s)/Xa 3 the other curves are the open-loop
sampled loci of the mixed system, 0*(s)/Kx , with
two different simulated computing delays, without
any compensation. The deterioration of the
system is due mainly to the lags introduced by the
simulated computing delay and the clamping device.
The sampling process itself has an almost negli-
gible influence in this narrow-band system.
Intersection of the curves with the negative real
axis gives the limit -/Kax for stability, as
sumrarigeds

T 1
Case : Delay ' <1/Ket | K o

L i J
Analog 0 | o ® |
Mixed 3 Drum Revolutions | =.175 13.6
Mixed | 13 Drum Rovolutions; -.35 6.8 Jl

The experiments verified these limits accurately.

The compensation of this system was not a
difficult task. The mixed system with the
shorter (3 drum revolutions) artificial delay was
chosen as the object of the study. It is evident
from the plots of Figure 5 that the introduction
of some phase lead in the system should restore
some or even more than the stability lost. A
prediction program compensating for a time delay
equal to a full sampling period T (or 1L drum
revolutions) was thought of as approximately the
right amount of lead, for the effective delay of
the clamping device is T/2 (or 7 drum revolutions),
and the similated computing delay was 3 drum
revolutions, Although 7 + 3 drum revolutions make
only 10, it must be remembered that no program can
perform ideal prediction and, therefore, the
compensation will be for less than the 1l drum
revolutions design figure.

It can be shown that a parabolic approxi-
mation through three points of i(t) produces a
predicted point o(t), which would be equal to
i(t + T) ideally. The formula of this prediction
is:



o*(t) = 31*(t) - 31%(t - T) + i%(t - 217), (13)
which after transformation yields

“”"“g**%”'””? . W)

The latter is the transfer function of parabolic
prediction and a special case of Equation (12).
The absence of a denominator in Equation (1)
means that the computation of o%(t) is unaffected
by previously computed output samples o*(t - kT).

It can be shown that this classical formula
is never optimum in the least-square sense, and
moreover, there is no positive assurance that a
prediction, even if ideal, would be the best lead
compensation for this system. The program obtain-
ed above was, therefore, used mainly as a starting
point in the design. The stabilization was
improved experimentally by varying the constants
3 and -3 of Equation (13) and keeping their magni-
tudes equal. Based on the observed step response
of the closed-loop system the optimum seemed to be

W¥(z) = 2.5 - 2.5z + 22 (15)

The locus of this program and its effect on the
system transfex function are shown in Figure 6.
The plot of W¥(z) is only shown at low frequencies,
but its locus is seen to be similar to the locus
of a lead network. The high frequencies are
accentuated (for example, at half the sampling
frequency, 4.76 cps, the gain is 6), and therefore
the noise problem, if amy, is not helped. This is
of course, the expected effect of just straight-
forward prediction.

The step response curves corroborated the
above frequency analysis. Actually, as was later
realized, a factor of two slipped into the program,
and as a consequence, not only the bad effect of
the computer was erased but this was done despite
an increase by a factor of two in the gain of the
system, The step responses of the all-analog
system with K = L4,2, of the mixed system without
compensation and with K = L.2, and of the mixed
system with prediction compensation and K = 8.4
are compared in Figure 7.

The relevant stability limits are tabulated
herewi th:

Delay in K, .
System Drum compensation 1im
Revo- Theo~ Experi-~
lutions retical | mental
iAnalog 0 None w e
pMixed 3 D. Re None 13.6 13.6
Mixed 3 Do R. |2.5-2.5z422 | 28 33

The small discrepancy in the last two figures is
probably due to the approximation used in the
analysis.
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Compensation of the Wide-Band System

The compensation of the narrow-band system
was more or less straightforward, at any rate not
difficult. Actually, not much time was spent on
that system, and most of the investigations were
concentrated on the wide-band system to be dis-
cussed. Before the insertion of the digital
computer, this system had a resonant frequency of
2.0 cps, which in combination with the 0.7 damping
factor corresponds to a nominal bandwidth of about
2.6 cps. This is an appreciable portion of 4.76
cps allowed by the sampling theorem. In addition,
the task was purposefully made more difficult by
simulating a long computing delay when the digital
computer was inserted into the system.

The effect of inserting the digital computer
into the wide-band system are shown in Figure 8.
Cne curve is the normalized open-loop locus of the
all-analog system, G,(s)/Ko (where o = 0,056);
the other two curves are for the mixed system® with
a similated computing delay of 13 drum revolutions,
or almost a complete sampling period., Since the
locus of the mixed system function crosses the
real axis at -1/Kax = -2.2, the maximum permis-
sible X is 8.2 for stability. Thus, at the value
K = 8.9 for which the all-analog system had a
damping ratio of 0.7, this mixed system is already
u.nstablec

Compensation for this system must not only
restore stability but must also recapture a
reasonable damping ratio. The qualitative nature
of the desired compensation will be discussed
first. It is clear that for improved stability
of the mixed system, curve (c¢) of Figure 8 needs
to be dented around the negative real axis for
improved stability. This is a perennial problem
in servo system design, and the linear solutions
perennially call for a compensating filter which
has (a) a phase lead in the critical frequency
range, (b) attenuation in this range, or (c¢) both.
The unsophisticated design of the filter often
starts with some kind of a plausible network con- -
figuration, whose parameters are then adjusted
analytically and experimentally. The same
approach will be used also in the present case,
except that the filter in question will be a
digital-computer program.

~

The general form of the program transfer
function is Equation (11) or (12). One special
case of this is when all b's are zero and only
the input samples are weighted in the computation.
There are some rigorous and elegant analytical
methods available to treat this case, but it be-
comes quickly apparent that for attenuation in the
critical band (around 1.1 cps) this special filter
is very wasteful of parameters; i.e., m needs to

¥The two curves, G(s)/Kx and G*(s)/Kox , differ
only by the effect of the sampling process itself,
which manifests itself at the higher frequencies.
Both curves include the effects of the computing
delay and clamping.




be large and the resulting camputation lengthy.
For phase lead (prediction) this special-case pro-
gram is quite suitable, but the gain at the higher
frequencies (past 1.1 cps) becomes quite intoler-
able in view in view of the shape of the
complex-plane plot. Not only the noise problem
would be aggravated, but stability will hardly

be improved because the phase lead brings the
amplified higher frequencies to the negative real
axis.

These initial considerations indicate two
things: first, (unlike the narrow-band case)
phase lead by itself is insufficient compensation;
second, the program transfer function should have
a non-unity denominawor (not all bts should be
zero), which means that not only input samples but
also previous output samples (previous computed
results) should be weighted in the computation.
The next thing to decide is the complexity of the
program; that is, the value of n. Here is where
"experience" is needed for an adequate choice.

The problem was to get considerable attenuation
around 1.2 cps without much of a phase lag at this
frequency. The phase lag must be concentrated at
frequencies lower than 1.2 cps, and a phase lead
(coupled with attenuation) is desired at 1.2 cps
and above. It can be shown that n must be 2 or
greater for this purpose. Further analysis showed
that with n = 2 the compensation was inadequate,
and n = 3 was chosen for the complexity of the
program.

Figure 9 indicates the steps made in obtain-
ing a reasonable starting point in the design of
the compensating programe The first three steps
develop a suitable denominator locus, while the
fourth step is a reciprocation. These loci are
readily sketched by noting that e~JkTw 35 a
(counter-clockwise) unit circle and that the
speed with which the circle is traversed is pro-
portional to k. 1In part (a) only one exponential
term is present so that the locus is truly a
circle, only half of which is plotted correspond-
ing to the range of 0 to (1/2 rad/sec, where
{1 = 2m/T is half the sampling angular frequency
(L4o76 cps in this case). In part (b) of this
figure a third-degree term is added. The vector
construction corresponding to the point w= nne2
or wT = 30° (or 0.8 cps) is shown for illustra-
tion of the sketching technique. The effect of
the third-degree term is to swing the locus away
from the origin more rapidly at low frequencies;
upon reciprocation this will give a narrower pass
band. To exaggerate this effect a second-degree
term is also added in part (¢). This has two
additional effects: it bunches the higher fre-
quencies, making the attenuation more uniform in
this range; it introduces a moderate phase lag
(which will become a lead upon reciprocation) at
higher frequencies. The reciprocation of (c¢) and
suitable scaling give (d), which is then the locus
of the program forming the starting point in our
analog-experimental design:

0.1
1 - 0.3z - 0.322 - 0.3z

wo*(Z) = (16)
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As Figure 9(d) indicates, this program would
achieve compensation mainly by attermation. It
will be demonstrated below that an improved
version of this program leans more heavily on
phase-lead type compensation.

When the program (16) was inserted into the
computer, the system performance improved decid-
edly. However, one aim of the study was to
develop an experimental method of improving the
compensation. This could be done by varying the
parameters of W.*(z), which are numbers in the
computer, but if would be difficult to tell
directly how changes in the various coefficients
of (16) would influence the behavior of Wo*(z).
The steps of adjustment could not clearly defined.
defined. On the other hand, if W, *(z) is
developed into its partial fractions, as

4 0:051 (1 + 0.322)

Wo*(z) = 0,015
1 + 0.65z + 0,3222

1-0,952

the parameters are closely related to the poles
and residues of the program and a logical sequence
of adjustments is more readily evolved. It is
possible to program W,*(z) in such a manner that
the coefficients of (17) appear explicitly as

the numeric operands in the computer.

P )

The loci of these partial fractions are
shown in Figure 10, It is immediately clear that
the first of the partial fractions of (17) deter-
mines the nature of compensation in a predominant
manner. Nevertheless, the effect of the second
fraction is important, because it counteracts the
phase lag of the first one without impairing the
attenuation significantly, With this picture in
mind the succession of parameter adjustments were
readily made, using the step response of the
closed-loop system (with K = 8.2) as a criterion,
After about half a dozen changes

* - 00075 0.&5(1 + o-jsz -—
(z) = + - =
1-0,8952 1 + 0.7z + O.4z
0.525 = 0.202z - 0,103z2
1 - 0,195z - 0,22722 - 0.35823

W

(18)

was obtained as the improved compensating pro=-
gram. The locus of this program as well as its
effect on the open-loop system function are shown
in Figure 11. The improved program, seen in part
(b), shows that the experimental changes increased
the role of phase lead with respect to attenuation.

Figure 12 shows the step responses of
this system under the various conditions. The
dotted line is the response of the all-analog
system with K = 8.89. The dashed line illus-
trates the instability brought about by the
insertion of the digital computer when the
gain constant was held at K = 8.2. The solid
line shows the effect of compensation with
the improved program (18). Although the original
performance has not been recaptured, compensation
has stabilized the system and produced a



reasonable response. Furthermore, the computation
for this compensation takes only a portion of the
approximately 0.1 seconds allowed for computation-
al delay. Thus, time is left for other calcula-
tions, which are assumed to have been the Justifi-
cation for using the digital computer in the first
place.

The stability limits for the various
conditions are summarized in the table below.

System De%ay = Compensation Kl:Lm
Revo- .
Theo- |Experi-
LS retical| mental
nalog None None ® -
ed 13 D. R. None 8.2 802
ed 13 D. R.|W*(z) Eq. 18) 27.L | 26.8
1

Conclusion

This paper has reported on particular
systems whose performance was improved by suitable
programs in the digital computer. It was assumed
that justification for using a digital computer as
part of the closed-loop system was based on
several considerations, only one of whichk is the
compensating potentiality of the camputer. By
discussing both some analytical and experimental
means for the design of programs for system compen-
sation it is hoped that the state of the art has
been furthered. The demonstration of the exten-
sion of conventional techniques of frequency
analysis to deal with the problem of sampling and
sampled-data compensation has been successful, as
close agreement between analytical and experi-
mental results shows. The systems studied were
purposefully chosen to approach their dynamic
limitations.

only the highlights of the experiment are
discussed in this report. Further details of the
experimental setup and the theoretical background
as applicable to these experiments are given in
References 6 and 7. Several other compensating
programs were also developed analytically and
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experimentally with varying degrees of success.

It is hoped that these studies lead to more
systematic means for designing compensating pro-
grams of the general form. The effect of noise

on the system was examined qualitatively, but this
investigation was neither systematic enough nor
were the results unusual to warrant its inclusion
into this report.

The aid of Messrs. J. D. Cloud and T. J.
Burns in this work is gratefully acknowledged.
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Fige 1
Photograph of experimental setup.
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Equivalent circuit of digital computer.
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Fig. 7
Step response of narrow-band system.
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Nyquist plots for wide-band case
without compensation.
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BINARY CONTROL SYSTEM
FOR
DIGITAL-TO-SHAFT POSITION MECHANISMS

by

ARTHUR H. WULFSBERG
ENGINEERING AND RESEARCH DIVISION
COLLINS RADIO COMPANY
CEDAR RAPIDS, IOWA

Summary

A system for the control of rotary actuator=
or indicators from binary coded information is
described. By means of this system, mechanisms
having considerable output torque may be controlled
by means of punched cards or other forms of binary
registers. A simple 8-digit 256-position digital-
to-analogue mechanism is described. The control
system has also been found useful in performing
the remote frequency selection function in com-
munications and navigation equipment.

The use of binary numbers for handling infor--
mation of all types has become very common, prima-
rily because of the many means available for
generating, handling and storing binary digits.
From the electron tube to the toggle switch, there
are any number of electrical and electronic
devices which like to say "yes" or "no" rather
than "how much”.

In certain types of control and indicating
systems, it is desirable to set the position of
a rotary shaft in accordance with a binary number
which may be the output of a computer or a data
transmission system. Such mechanisms are usually
referred to as "digital-to-analogue transducers".

It is the purpose of this paper to describe
a rather simple mechanism of this type: speci-
fically, a device capable of setting a rotary shaft
to any one of 256 discrete positions in accordance
with an 8-digit binary number. This device is not
particularly rapid in operation and only unidi-
rectional rotation is provided. Its advantages
include simplicity, mechanical accuracy and the
ability to provide relatively high output torque.

Also to be described is a variation of this
system which has been widely employed in remote
control systems for multi-frequency radio com-
munications and navigation equipment. While these
systems are not concerned with binary numbers as
such, the control information is handled in binary
or on-off form. This fact has been of great value
in these applications because of the ease and
reliability of handling control information by
means of simple switches and relays. Also, the
control information can be stored conveniently
by means of punched cards or similar memory
devices.
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In the systems to be described, the'mecha-
nism employed for turning the shaft is the Collins
Autopositioner, a simplified diagram of which is
shown in Figure 1. The basic elements of this
device consist of a motor and its speed-reduction
gear train, a slip clutch, a rotating shaft to
which is fastened a notched stop-wheel, a pawl
which engages the notches in the stop-wheel and
a relay which actuates the pawl and operates a
pair of electrical contacts for starting and
stopping the motor.

The control circuit shown is a simple "open-
seeking" system in which one control wire is
needed for each possible position of the shaft.
When the control switch is set to a given position,
it grounds the corresponding control wire, closing
the circuit from the relay to ground. The relay
1lifts the pawl from the stop-wheel notch and
causes the motor to operate, driving the shaft and
the seeking switch rotor until the proper position
is reached, at which time the relay circuit is
opened, the pawl drops into the stop-wheel notch
and the motor stops. The slip clutch between the
motor and the controlled shaft absorbs the energy
of the motor as it coasts to a stop and also
permits the operation of two or more Autopositioner
units from a common motor. In this case the motor
control contacts of the Autopositioner relays are
connected in parallel so that the motor will
operate so long as any of the relays are actuated.

The accuracy of this device is determined
principally by the accuracy with which the notches
are milled into the periphery of the stop wheel.
Positioning accuracy is normally held to about
f1/3 degree; reset accuracy is approximately
+0.05 degree. In the size of unit used to date,
output torque from 1 to 6 inch pounds can be
provided. While there are many types of mecha-
nisms available for performing the function of
shaft rotation, this device has been found to be
very adaptable to use in radio equipment because
of its simplicity, accuracy, and the fact that its
motion is continuous rather than intermittent.
This last factor is of considerable importance when
the load to be driven has appreciable inertia. In
addition, a wide range of speed, torque and po-
sitioning accuracy can be obtained by the use of
suitable gearing between the mechanism and the
driven load.

Figure 2 is a diagram of the control system
used for setting the mechanism in accordance with



a binary number. The circuit shown is for a
L-digit number, giving 16 different combinations,
or decimal numbers from zero to 15. This system
employs one control switch and one "seeking" switch
for each digit of the binary number. With the con-
trol and seeking switches set symmetrically as
shown, there is no circuit from the relay to
ground. If the settings of the control and seeking
switches are different from each other, a circuit
to ground will be made, causing the mechanism to
operate until symmetry is restored. For example,
if switch 1 is set to "B", a circuit through S-2
to ground will be maintained until S-2 is also set
to "B". If S-7 is set to "A", a circuit through
the common wire and $-8 to ground will be main-
tained until S-8 is also set to "A". Note that

the wire connecting all the "A" terminals of the
switches is in parallel with those control wires
whose switches are set to "A". It is actually
needed in the circuit only when all the switches
are set to "B".

This system could be made physically real-
izable for the control of a rotating shaft by
using for the seeking switch a group of leaf-type
single-pole-double-throw switches actuated by
coded cams mounted on the rotating shaft to turn
the switches on and off as the shaft rotates.

To eliminate the bulk and complexity of such
a system, special wafer switches with their rotor
blades cut in accordance with the binary code are
used. The diagram of Figure 3 shows the complete
circuit for a 16-position L-digit control system
using these switches. The electrical circuit is
identical to that shown in Figure 2. As the out-
put shaft rotates clockwise, the switch rotors
will set up connections according to the familiar
binary code as illustrated in the chart. The
system shown can be expanded to handle any number
of binary digits within physical limitations.

A certain application required an 8-digit
256-position mechanism. This was constructed
from two 16-position mechanisms using the circuit
shown. The two mechanisms were coupled to the
output shaft through a planetary type differential
mechanism which added the motion of the two shafts
to produce an output shaft having 256 positions
in 360 degrees of rotation.

Figures 4 and 5 are photographs of a model
which was made up primarily for demonstration
purposes. The mechanism at the right is con-
trolled by the 1, 2, 4, and 8 value control
switches and its dial reads from zero to 15.
The mechanism at the left is controlled by the
16, 32, 64 and 128 value switches, and its dial
reads zero, 16, 32, 48 and so forth, up to 240.
The center dial is mounted on the output shaft
and reads from zero to 255.

A simpler and more compact model of the
256-position mechanism is shown in Figures 6
and 7. This model also employs two l6-position
mechanisms but the method of adding their motion
is much simpler than that used in the demonstrator.
The adding function was provided by mounting the
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“"coarse" mechanism--that is, the one controlled
by the 16, 32, 64 and 128 digits--on a pivot .
and rotating the entire mechanism over a small
arc by means of a cam driven by the "fine"
mz2chanism. The "fine" mechanism thus provides
16 discrete positions of the output shaft for
each of the 16 positions of the "coarse" mecha-
nism, or a total of 256 positions. This par-
ticular mechanism is controlled by 8 armature-
type relays actuated by electron tubes. The
output shaft drives an indicating dial and a
synchro transmitter for transmitting the shaft
position to a remote indicator.

As pointed out earlier, this mechanism
does not have sense--that is, it does not go to
its new position by the shortest possible path.
The control circuit itself does not provide
sensing information, so the mechanisms are merely
driven always in the same direction until the
new position is reached. The primary virtues of
this device are simplicity and reasonably good
accuracy. The time required to change to a new
position varies from about orne-tenth second
to 1.5 seconds.

This mechanism, operating in direct accord
with the familiar binary code, has not seen a
great deal of application, but a variation of it
has been employed in a number of airborne and
ground station communications and navigation
equipments for providing remote selection of
operating frequencies. In such systems, it is
desirable to provide a positive and reliable
control system having a minimum number of inter-
connecting wires. In early multi-frequency air-
borne communication equipment, such as the World
War II ART-13 HF transmitter and ARC-1 VHF
transmitter-receiver, the open seeking system
shown in Figure 1 was used.

This system requires one control wire for
each operating frequency. In the case of the
10-channel equipments mentioned, 10 wires had to
run from the cockpit frequency selector to the
equipment rack. :

With the advent of commercial use of VHF
communications and navigation systems after the
war, receivers and transmitters providing
hundreds of frequencies selectable from the cock-
pit were needed. To minimize the number of
control wires required, a system similar to the
binary code system was developed. The circuit
used for this system is identical to that shown
in Figure 2 except that the wire connecting the
"A" terminals of all the switches is deleted.
This system works in the same fashion as the
other except that the combination in which all
switches are set to "B" is not used because no
circuit from the relay coil to ground can be
provided when all the seeking switches are set |
to "B". This system is thus capable of providing
2N _ 1 different positions, where N is the number
of control wires employed. Thus, with 4 wires
and a ground connection, 15 positions can be
provided; with 5 wires, 31 positions, etc.



For use in controlling shaft rotating
mechanisms, special control switches have been
designed which set up various combination of
connections as the rotors are turned. Figure 8
shows the circuit for a lL-wire 10-position con-
trol system. In this circuit, the relay coil is
connected to the back rotor contact; the front
rotor contact is connected to ground. As the
rotor rotates, the front rotor blade will connect
the control wires to ground in the sequence shown
in the chart. All control wires not grounded are
connected together and to the relay coil by the
back rotor blade. The code has no particular
significance--the only requirements for the switch
being that no combination repeats itself and that
the one unusable combination is not set up. The
seeking switches must be of the shorting or make-
before-break type so that the circuit will not be
broken before the correct position is reached.
Figure 9 shows a number of different control
switches which have been used in this system;
these switches provide from 10 to 24 positions.
Standard phenolic and ceramic switch wafers have
been used for this purpose.

Typical of the equipments employing this type
of control system is the Collins Type 51R air-
borne VHF receiver (Figure 10). This receiver
can operate on any one of 280 crystal controlled
frequencies spaced at tenth-megacycle intervals
from 108 to 136 megacycles to provide omni-range
navigation, instrument landing system and voice
communication service for all types of aircraft.
Originally developed for use in commercial trans-
port aircraft, a military model designated
AN/ARN-14 has been built in large quantities for
the Air Force. 1In this receiver, two Auto-
positioner mechanisms are employed to select the
frequency-determining crystal units and to tune
the various amplifier circuits for operation at
the frequency selected in the cockpit. One
mechanism operates a 20-position shaft; the other
a lh.position shaft, giving 280 different
operating frequencies.

The cockpit frequency selector (Figure 11)
includes two coaxial control switches, the dials
of which are arranged to indicate operating
frequency directly in megacycles and tenth mega-

5 E. H. Fritze, "Punched-Card Controlled Aircraft

Navigation Computer", Proc. I.R.E. Vol. k1,
No. 6, June 1953.
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cycles. Nine control wires are used to provide
the frequency selection function.

This type of control system has been used
in a wide variety of commercial and military
multi-frequency radio equipments. Aeronautical
Radio, Inc., which is the standardizing agency for
the scheduled airlines, has specified this system
for use on several new VHF and high-frequency
airborne communications transmitters and receivers.

While this system was developed primarily to
minimize the number of control wires used, the
fact that the control information is handled in
binary or on-off form has led to several inter-
esting applications of the system.

Figure 12 shows a punched-card reader for
controlling the frequency of the airborne navi-
gation receiver previously described and to
supply data to a navigation computer.l The
frequencies of the various navigation aids to be
used on a flight can be punched into the card in
the sequence in which they are to be used. As
the flight progresses, the pilot merely turns
the knob to switch to the next navigation
facility to be used. The holes in the punched
card actuate siall snap-action switches which
are connected per the circuit of Figure 8.

The system is also useful in application
in which it is desirable to control the position
of a rotating shaft by means of multiple audio
or ultrasonic tones. In this case, tone-
operated relays serve as the control switches.
Such a system has been used in a military UHF
communications system to provide remote
selection of ten operating frequencies over
telephone wires or radio links.

In conclusion, this type of control system
has been found useful in a wide variety of
applications and can be used with a number of
different types of actuating mechanisms. In
addition to the Autopositioner mechanism described,
stepping switches, rotary solenoids and motors
provided with braking facilities can be used
where their characteristics are suitable for the
application.

Acknowledgment must be given to Mr. H. M.
Schweighofer of the Collins Radio Company, who
is primarily responsible for the development of
this system.
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Fig. 7
Binary autopositioner mechanism.
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Fig., 12
Punched card control unit for navigation
receivers and computer,

Fig., 11
Frequency selector for navigation receiver.
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OPTIMIZATION OF SERVOSYSTEMS

Richard C. Lyman and William P. Caywood, Jr.
Carnegie Institute of Technology
Pittsburgh, Pennsylvania

Summary

An analytical method is presented for the
design of optimum serwsystems which are sub-
Jected to signal inputs contaminated with noise.
Minimum mean square error is the criterion of
optimization. A mean square error spectrum is
derived, using a probability theory operation
termed Expected Value. The method is applied to
several examples of random behavior in the signal
and noise spectra and in the parameters of the
system function.

Introduction

This paper is a description of an analytical
method for the design of optimum servosystems
which are subjected to signal inputs contaminated
with noise. The method is especially applicable
to those design problems characterized by par-
ameters which exhibit time-varying, random be-
havior. It can also be applied to most general
time-invariant problems as special cases.

This method is primarily carried out in the
frequency-plane rather than in the time-plane.
Hence the concept of the frequency components
present in the system inputs, output, and error,
as described by their spectral densities, is used
rather than the concept of their variation with
respect to time.

The servosystem to be optimized is described
by a general transfer function composed of the
system attenuation and phase shift as functions
of frequency.

The method is limited to analysis and
synthesis of linear systems. It uses minimum
mean square error as the criterion of system
optimization.

A concept which is basic to this use of
spectral densities stems from its being a sta-
tistical approach to the optimization problem.
The system input is generally not known with
certainty at any instant of time or as a function
of time, but rather it may be described only by
its statistical properties. These properties,
which may be spectral densities or auto-correla-
tion functions, must be obtained by some average
of the inputs expected over the entire period of
operation for which the system is being designed,
or over a sufficient statistical sample of that
period. Such information will yield only the
statistical properties of the error such as its
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mean square spectral density, as is used in this
method. As a result of this statistical ap-
proach, the method optimizes the overall per-
formance of the system rather than any particular
portions of it.

Derivation of the Squared Error Spectrum

The description of this method begins with
the derivation of the mean square error spectrum.
For the purposes of this derivation, the signal
and noise inputs to the system are represented by
voltage spectral densities rather than by power
spectral densities. A voltage spectral density
may be considered to be composed of an amplitude
spectrum and a phase spectrum, thus indicating
the relative potential of each frequency com-
ponent present and the phase angle of each com-
ponent. Both spectra may be determined using the
Fourier transform if the signal may be described
functionally in time. Otherwise, actual measure-
ment using a wave analyser or like instrument can
yield the amplitude spectrum only. Primarily
because of this limitation, only the amplitude
spectra are used in this method.

The input to the system to be optimized is
assumed to consist of some signal contaminated
with noise. A particular frequency component of
the signal in the time-plane may be written as
the real part of a vector rotating at that fre-~
quency ), and having for its magnitude the value
of the signal amplitude spectrum ,$(w.) :

Re [ B(w) 9] (1)
The noise may be represented similarly, with the
addition of a relative phase angle # which
refers the absolute phase angle of the noise to
that of the signal:

Re[M(w) e9M9?] (3

The sum of these vectors is the system input, con-
sisting of signal contaminated with noise:

Re [B(w) €19 + N(w) 19F*i% ] (3)
The system output spectral density is the result
of this input operating on the system function,
denoted by the familiar: _M(w) Y vhere M(wW)

is the attenuation and _Q(w) is the phase shift.
A particular frequency component of this output
spectrum is written as:

Re [{ 360y €1+ H(w) €9 JM(w) €9 4“Y]



which will be abbreviated as:
Re [{ 8 £i%ten g9t IP ) Mei® ]

The same frequency component of the error is the
difference between the signal and output com-
ponents, equations (1) and (4). The real part of
this frequency component of the error is:

e(t;w) =3 Cos(wt) -8M Cos(wt+a) -
MM Cos(wt+a+d). (5)

In order to form the &) frequency component of the
mean square error spectrum, the error function,
equation (5), must bé squared and averaged first
over one cycle of its sinusoidal time variation,
holding the input spectra and system parameters
temporarily constant. That is:

/2l a
e*w)= 22 [ et w} dt

e*(w) =% [ 8" +($*n*)IM* -2 3*M Cos(a) -

28NM Cos(a+9)+2 ShM* Cos(#) }
Because _J(w) and N(w) were considered to be
the magnitudes of the input signal and noise
spectra, they are peak values. However, amplitude
spectra are commonly given in rms values, as could
be obtained by taking the square root of the power
spectra, Therefore, the symbols S and N will
henceforth be used to reoresent the rms values of
the signal and noise spectra. As a result of this
change from peak values to rms values, the factor
of # multiplying equation (6) is removed, and the
squared error spectrum is written as:

(%)

(6)

e?(w) = 57 + (5* + N*) M* - 25%M Cos(a) -
2SNM Cos(a+@) + 2SNM? Cos(g@) (7)

This squared error spectrum is a function of
the parameters describing the signal and noise
input spectra (S, N, and @) and the system
function (M and a). If any or all of these par-
ameters exhibit some random behavior, the spectrum
must be averaged over all of their possible values
to form the mean square error spectrum. It is
this latter spectrum that is to be minimized by
proper choice of the system attenuation (M) and
phase shift (a). This process of averaging over
the random values of the parameters will be ac-
complished by the use of a probability theory
operation termed Expected Value or Mathematical
Expectation.

The Expected Value of a function_of any
number of random variables is definedl as the
average value of that function when its random
variables take on all of their permissible values
with their associated probabilities of occurrence.
Briefly, the Expected Value of a function f(x) of
the random variable x, where x takes on each value
with a probability é!xz, is denoted by E Ifﬁxgl
and is determined mathematically by either (1
summation:

Eletol = £ £(x) p(x)

if x takes on only discrete values in which case
p(x) is termed the discrete probability density
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function of x, or (2) integration:

ELeGa) = f, 1) p(x) ax

if x varies continuously in which case p(x) is
termed the probability density function of x.

For the functions treated in this application,
the Expected Value of a sum is the sum of the
Expected Values, the kxpected Value of a con-
stant is that constant, and the Expected Value of
a product of functions of statistically indepen-
dent random variables is the product of the
Expected Values. A property of the probability
density function p{(x) is that

p(x ) dx =1
il x

since it is certain that x will take on some
value within its range of permissible values.

Application of the Mean Square Error Spectrum

Introduction

A type of problem to be solved by the method
of this paper is the determination of the system
function that minimizes the mean square error
spectrum. That spectrum may be written as the
Expected Value of equation (7):

o*(w) =F [e*(w)] , (8)
The error spectrum is a function of the input
spectra and of the system function, both of which
are functions of frequency in general, Also,
both may be permitted to exhibit some degree of
random behavior which may possibly be dependent
in the probability sense on the behavior of the
other parameters. Because of the many possi-
bilities for such varied and interrelated random
behavior, various sets of restrictive assumptions
will be made to facilitate description of some
applications of this method.

Assumption of Random Noise

For all applicatinns treated in this paper,
the random behavior of the noise input is assumed
to be independent of that of any other parameter
(eg. S, M, or g). The relative phase angle g,
which relates the absolute phase angles of noise
and signal, is assumed to be uniformly random,
taking on all values with equal probabilities.

It is also assumed to be independent df the other
parameters (S, N, M, and a), in the probability
sense. It results that the kxpected Value of
Cos(@) is zero and the last two terms of the
expression for the mean square error spectrum are
zero. Hence equations (7) and (8) become:

e(w) =E[s? + (5 + N?) M* - 257N Cos(a)]. (9)
Invariant Spectra and System

The set of additional assumptions for this
first, introductory example are very restrictive.
However, it illustrates by a new method an appli-
cation and a result previously described in the
literature.2:3 The system attenuation and phase
shift are restricted to be time-invariant. The
signal and noise spectra are assumed to remain



invariant over the period of operation for which
the system is being designed. Since all the par-
ameters of the mean square error spectrum are
assumed to be constant, the Expected Value opera-
tion on equation (9) yields:

e (w) = 8%+ (S™N?) M*- 2 S*M Cos(a). (10)
The synthesis problem becomes that of determining
the system attenuation and phase shift as func-
tions of the signal and noise parameters to mini-
mize the mean square error spectrum.

The phase shift (a) at a particular fre-

uency is a unique function of the attenuation

? M) at all frequencies for nearly all servosystems
(fe. for minimum phase, linear, stable systems
composed of fixed, lumped parameters) as expressed
by Bode and others.b The derivative of the mean
square error spectrum with respect to M could be
equated to zero to determine the optimum M from
which the optimum @ might be calculated. Since
the relationship between @ and M is so intractable
as to prevent substltution, the classical assump-
tion of a independent of M will be made. Inde-
pendence allows the partial derivatives of the
spectrum with respect to @ and M to be each
equated to zero and solved for their optimum
values.

be* (w)/da = 25%Sin(a) = O ,

which requires that @ = 0 § that is, a zero phase
shift system is indicated to be optimum,

Set (w)/SM = 2M(3* + N? ) - 2% Cos(a) = 0 s
which yields, with ¢ = 0 :
Mw) = 5*(0)/{5*(w) + N'(w)} (11)

Wiener’ develops the same result in an effectually
different manner.

Time-varying Spectra

The shapes of the signal and noise spectra
describing the inputs to the system may be per-
mitted to vary in time by another, different set
of restrictions. The signal spectra are assumed
to vary independently of the noise spectra in the
probability sense. The assumption of uniform
random behavior of the relative phase angle @ is
retained. Under the conditions stated the mean
square error spectrum becomes:

e?(w)=E[s]+ MElsY+ MEIN']- 24 Cos(a)E[S*] ‘(12)
12
Use of the exmression for the mean square
error spectrum, equation (12), requires the mean
square value of the signal amplitude spectra and
of the noise amplitude spectra. The mean square
spectrum of a set of amplitude spectra is equiva-
lent to the average spectrum of the power spectra.
It is apparent that, because the mean square cri-
terion is essentially a power criterion, the use
of the average spectrum of the power spectra avai-
lable to describe the signal or noise constitutes
the best use of the information available. No ad-
ditional information is required or can be used.
The average is weighted according to the relative
durations or probabilities of occurence of the
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various spectra, as the Expected Value operation
indicates.

If £[5’] and ELN?] are denoted by Ps and

Pu, which are averages of the respective sets of

power spectra available, the ideal transfer func-
tion may be derived in the same manner as was
done in the previous example. It will have zero
phase shift and an attenuation of:

5

M(w) =Py / (B, +B) .

Formulation of the Mean Square Error

Thus far, application of this method has
been restricted to systems having zero phase
shift. Recognizing the general impossibility of
attenuation without phase shift in physically
realizable and stable systems, the method is
extended by integrating the mean square error
spectrum over all real frequencies to form the
mean square error. The problem of optimization
becomes that of minimizing the mean square error.
The most advantageous use of the extended, more
realistic procedure lies in substitution of a
particular type of system, transfer function for
the general function bﬂe' in the mean square

error spectrum. Particular forms of signal and
noise amplitude spectra are also substituted.
The mean square error is minimized with respect
to such system parameters as time constants,
gain, damping ratio, and the like, within the
limitations of system stability. There results
the optimum values of the system parameters and
the optimum characteristic of the type of system
transfer function substituted.

The optimum system derived may be considered
as that system which achieves the best compromise
between passing the signal spectrum (and some
noise along with it) and attenuating the noise
spectrum (and some signal along with it).

Examples of Minimization

There is described in this part of the paper
the application of the procedure just formulated
to three general types of servosystems. The
signal amplitude spectrum is assumed to be of
first order form, as shown in figure 1. A white
noise spectrum is assumed. The signal to noise
ratio is described in terms of the values of the
signal and noise amplitude spectra at zero fre-
quency (dc). The ratio is denoted by L and is
an important parameter in the examples to follow.
The series of general servosystems to be optimized
may be described by their open loop transfer func-
tions, which are (figure 2): (1) an integrator,
(2) a simple lag, and (3) a simple lag with an
ideal amplifier.

For each example of the series, the input
spectra shown in figure 1 and the system attenua-
tion and phase shift are substituted in the proper
form of the mean square error spectrum, see
equation (10). The spectrum is integrated over
all real frequencies, by the method of residues,



to form the mean square error. The values of the
system parameters which minimize the mean square
error for a given ratio of signal to noise are
determined by ordinary or partial differentiation.
These values are subject to the requirements of
system stability. The parameters of these three
systems are, for system (1) the integration con-
stant T, (2) the time constant T, and (3) the

gain K and time constant . Ordinary dif-

ferentiation is used to optimize the first two,
single~parameter systems, Partial differentiation
is required to treat the third, a two-parameter
system. In more complex examples of two-para-
meter systems, the partial differentiation becomes
too intractable, and the surface generated by the
mean square error as a function of the two para-
meters is better examined graphically for the
minirmum. The mathematics involved in this appli-
cation is straightforward in essence. A few,
simple, particular examples of such application
have been carried out in the literature.

The results of optimizing the three types of
servosystems listed above are presented in figure
L. The mean square error of each optimized
system is shown as a function of the signal to
noise ratio L. The mean square error function

for the zero phase shift system previously de-
rived, equation (11), is included for comparison,
despite the system's unrealizability, because it
represents a lower bound on the mean square error
attainable. These functions are normalized to
the mean square error of a no-pass system (a
system having no output). Figure 4 illustrates
several important conclusions of interest for
both system analysis and system synthesis. These
are:

(1) A worthwhile integrator system cannot
be designed for E<1 ; all stable integrator
systems have at least as much error as the no-
pass system for any Z£<1 , The reason is that
the integration constant yielding minimum mean
square error, given by T=1/(L-1) , becomes
infinite as L approaches unity, that is, the
system bandwidth becomes zero., For L <1 , the
optimum T becomes negative, hence the system is
unstable, and any positive T’ yields more error
than a no-pass system.

(2) The mean square error curve of the
simple lag system is similar to that of the in-
tegrator. The optimum time constant is given by
T=1/(YT £-1) which becomes infinite when E=1//7.

For smaller £ the system is worth-
less., The system has an attenuation of % at
zero frequency. That this is desirable for E
near unity is shown by its superiority to the
integrator system which has an attenuation of
unity at zero frequency. For L larger than 3.7
the integrator system is seen to be superior,
indicating the desirability of unity attenuation
at zero frequency for large signal to noise
ratios,

(3) The simple lag with an ideal amplifier
is seen to be superior to the first two systems
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almost everywhere. This superiority may be at-
tributed to the gain parameter which permits
changing the zero frequency attenuation, and
hence the entire level of system attenuation, ac-
cording to the ratio of signal to noise. At the
point where £ =/3 , this system error coin-
cides with that of system (2) because its opti-
mum gain is unity. Below L =/3 , its optimum
gain is less than unity; the amplifier is only
an attenuator. In this region of EL</3' ,
system (2) could be improved easily by the addi-
tion of an attenuator in its open loop, making it
the same as system (3).

(4) In addition to the systems described,
a second order system was similarly treated, It
has a closed loop transfer function composed of
the product of two simple lag circuits with in-
dependent time constants. Optimization of this
system with respect to the two time constants
dictated that one of them be zero for minimum
mean square error. Thus, under the assumptions
made, the best second order system of this form
is a simple first order system corresponding to
the integrator system treated first.

Random Behavior of System Parameters

Introduction

In the preceeding examples, the servosystem
was considered to be composed of fixed elements,
that is of elements such as gain and time con-
stants having constant values during the period
of operation for which the system was being
designed. It is possible that the environment
of the system may vary greatly during that
period. As a result of changes in pressure,
temperature, humidity, and the like, the gain
and time constants may vary appreciably from
their intended values. Such variations are of
more or less random nature.

For this example the system attenuation
(M) and phase shift (a) are assumed to exhibit
some random behavior independent of the signal
and noise. The signal and noise spectra are
assumed to be constant over the period of opera-
tion. However, the method could handle cases of
dependence in the probability sense between random
behavior in the system and time-variation in
signal spectra.

The Form of the Mean Square Error Spectrum

Under the assumptions listed, the mean
square error spectrum takes the form:

©'(w) = 8% (s*+ N)E[M}]~ 25°E[M Cos(a)] . (13)

The closed loop attenuation (M) and the phase
shift (@) of the system are assumed to be func-
tions of some system parameter 7 which exhibits
random behavior, having some average value and
some probability density p(T). The two Expected
Values are generally evaluated by integration,
for example:

E Do) - [, w0 ).t

d |



If the system environment causes U to take on
any of several discrete values rather than vary
continuously, or if continuous variation could
be reasonably approximated by discrete values
and a discrete probability density function, the
integration is replaced by summation over all
values of 7.

The Optimization Problem

The problem of designing the optimum system
under these assumptions may be resolved into
that of determining the best design value for
the average of the random parameter. The
general conclusion illustrated by this applica-
tion of the method and by the example to follow
is that a better system (having less mean square
error) will result from this use of probabilities
than would result if the random behavior of the
parameter were neglected and its average value
were considered as a nonrandom parameter. The
improvement is a result of the fact that the
mean square error exmression contains system
function averages, egs E[M*(T7)] and
E [ M#Cos(a(T))] , rather than averages of the
parameter, eg. E 7] or E[r?].

An Example

As an example, the servosystem composed of
an integrator in the open loop, figure 2 -
system (1), is considered. The time constant is
assumed to exhibit, for this simplified example,
a discrete random variation such that it may be
either of two values, each with a probability of
4. The two values may be written as 7,* 8T and

T~ 5 Ts where 73 is the average value of the
randomly varying time constant, and §_ 1is the

relative spread, which will be considered fixed.
The design problem is the determination of the
value of 775 which minimizes the mean square
error.

Using white noise and the first order
signal spectra which were used previously
(figure 1), and the integrator system function
as assumed above, the mean square error spectrum
of equation (13) becomes:

€ (W= i + (052-*4') Elzs] -
2 w'?q‘ E[lu')“r’} , where

Elmomw]= 47 :

2 1+ T, (1485) 1+ T8 (1- 6)*

The mean square error must be obtained by inte-
gration of this spectrum over all real fre-
quencies. The operations of integgation and
Expected Value ML‘be interchanged® under the
conditions that €% (w) is always less than some

constant K and is integrable in the Riemann
sense, and that E[ e¥(w)] is also integrable in
the Riemann sense. Integration by the method of
residues yields:

&=-L{Z+nE[] - Elamr=n] | as)

(14)

!
L'*'i'
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which may be abbreviated as:

e=f[EM)= BB+ L (T-8%) (4
The minimization of this expression with respect
to the average value 7o of the time constant is

accomplished by differentiation, subject to system
stability considerations. However, a graphical
presentation better illustrates the minimization
process. A curve of the mean square error,
equation (15), vs U is presented in figure 3.

As equation (16) jndicates, the sum of the ordi-
nates of that curve at 7o+ 8% =7 and

T = To- 87 i3 to be minimized. Owing to the

dissymmetry of the curve about its minimum, the
optimum value of 75 will be shifted from the

minimum to some larger _’E, the amount of the shift
depending upon the value of & and the shape of

the curve. For a particular example with ¥ =2
and § = 0.5, the optimum value of o is found to

have shifted from the minimum of the curve at 1.0

Lo about 1l.4. The mean square error for this _'z;'T

is 2% less than it would be for o= 1.0. With
other examples, the improvement may be signifi-
cantly larger.

Other Applications

The use of probability concepts is demon-
strated above to be necessary for the optimum
design of those servosystems which are in essence
similar to the example treated. The results of
that example treated in detail above are of more
general value than for the particular problem
stated. As an illustration of this generality,
the results can be interpreted to be the solutions
of two different problems, which are described
below.

(1) The results of the example can be used
to indicate the greatest change that can be
tolerated in a parameter's value without in-
creasing the system mean square error appreciably.
Such a change could result from thermal effects
on a parameter,

(2) The problem of optimizing the average
performances of a large number of servosystems
which are the same except that their construction
involves one or more elements having values
within some manufacturing tolerance is merely a
different interpretation of the example treated
above. The average over the mean square errors
of the systems containing such elements is equiva-
lent to averaging the mean square error of one
system as the values of those elements vary over
their manufacturing distributions.

Conclusions

The examples described in this paper have
indicated only a few of the possible sets of
restrictions on the random behavior of system
parameters and input spectra. The method pre-
sented here can be used to solve many problems of
a less restricted nature. The treatment of cases



in whi ) correlation exists between random varia-
tions in parameter values has not been described,
but the solution of a few examples of that type
has further substantiated the importance of the
me thod.

3.

4.

Signal S(hﬂ:&r ';

Noise: Mwi= n

Signal fo oise
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