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This paper describes the design and discusses the performance
of the TM-i and TL -2 radio relay systems designed for short
haul service in the 5925 to 6425 megacycle and the 10,700 to 11,700
megacycle common carrier bands, respectively. Used as a crossband
diversity pair, they provide a highly reliable broadband message channel
for up to 600 circuits and require little maintenance and relatively low
power. These systems are also used to transmit television.
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I. INTRODUCTION AND BACKGROUND

Bell System short haul microwave was launched in 1958 with
the completion of the development of the 11-gc TJ Microwave

1
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Radio Relay System.' Generally well received, this all -electronic
tube system suffered somewhat from an economic standpoint be-
cause of its relatively large power requirements (just under one-
half kilowatt) and the expense entailed in providing standby power at
remote locations. The TJ system had a radio frequency power output of
at least one-half watt. Initially characterized as a 240 -circuit system,
its message capability has been gradually improved to its present
capacity of 600 circuits with a noise performance of 35 dbrnc0 for a
250 -mile ten -hop system.*

With the development of high -frequency capabilities of solid-
state devices, the design of a lower cost and more economically
operated system for the 11-gc band was undertaken. The new sys-
tem, TL radio,2 now referred to as TL -1, used solid-state circuitry
throughout the systeth except for the employment of klystrons as the
transmitter oscillator and the receiver beat frequency oscillator. The
new transmitter -receiver required only 170 watts, which eliminated
the need for an emergency 60 -cycle power plant, permitting the
equipment to operate directly from a 24 -volt storage battery. The
message capability for a ten -hop, 250 -mile system was 240 circuits
at 38 dbrnc0 including the multiplex. The use of solid-state devices
in both the radio and power equipment permitted reduction in size
hitherto not possible. The TL -1 radio system was notable, then, for
its extensive use of semiconductors, low cost, simplicity and reliability.

Even as this new system was first being applied in the field, the
need arose for greater circuit capacity, for improved noise per-
formance, and for television capability. The development of the
TL -2 Radio was then undertaken, followed in short succession by
the companion TM -1 Radio System operating in the 6-gc common
carrier band. The latter system was designed to provide, with
TL -2, a crossband diversity arrangement by which further im-
provements in reliability might be obtained. The use of the cross -
band feature, involving transmission at both 6 and 11 gc, places
reduced demands on the crowded 6-gc band yet provides the diver-
sity pair with the greater freedom from rain fades which is inherent
in the lower frequency band.

It should be emphasized that a change was taking place in the
short haul radio field. When the earlier systems were conceived, they
were intended for lightly loaded routes; but, as demands for message
circuits mounted, and the existing cable network began to reach the
ultimate in expansion capabilities which short haul carrier could sup-

* The measurement of noise is reviewed briefly in the appendix.
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ply, the importance of the newer transmission medium was empha-
sized. Circuit cross sections were growing rapidly and new services
such as data, commercial TV, and educational and industrial TV were
coming to the fore. The new diversity pair was designed to provide
TV capabilities and a highly reliable message transmission medium
capable of handling 600 circuits with the basic transmission perform-
ance improved over the earlier systems.

II. SYSTEM OBJECTIVES

2.1 General

The general objectives for the TM-1/TL-2 radio pair are some-
what more severe than for TL -1 radio. TL -2 and TM -1 are intended
to yield higher reliability, carry heavier message loads, give better
noise performance, and furnish TV capability in the short haul field.
Like the TL -1 radio, they are intended to provide short haul and tribu-
tary trunk facilities (i) in difficult geographical situations; (ii) where
wire line facilities would prove uneconomical; (iii) where open wire
requires replacement; (iv) where existing cable routes are being ex-
hausted; and (v) as spurs leading from heavy route microwave sys-
tems. In addition, they can be used to provide order wire and alarm
facilities for heavy route radio systems as well as to furnish facilities
for television transmission in the TV broadcast network, or in indus-
trial and educational fields.

2.2 Telephone Message Capacity

Both systems are designed to transmit up to 600 circuits of L -car-
rier, meeting modern noise objectives of 35 dbrnc0 over 10 hops cover-
ing a distance of approximately 250 miles.

2.3 Power Drain and Reserve

These systems employ all solid-state circuitry, except for the trans-
mitter and receiver klystrons, and consume approximately 170 watts
of power for a transmitter -receiver combination. Depending some-
what upon the battery supply arrangements, sufficient reserve is nor-
mally provided to carry the system for approximately 24 hours in the
event the commercial ac power fails.
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2.4 Order Wire and Alarm

The order wire and alarm system provided for the TL -1 system has
been adapted with minor changes for use with the TL -2 and TM -1
systems.2

2.5 Economics

The objective is to provide, at low cost, a radio facility which, a
short time ago, would have been considered a "heavy route" radio
facility. Simplicity and compactness have been emphasized in design.
Maintenance procedures and equipment have been held to a minimum
consistent with the increased load requirements. Outdoor cabinets and
standard shelters have been provided which may be shipped to the
station site completely equipped, thus minimizing engineering and in-
stallation expense. Low-cost antennas and antenna supporting struc-
tures have also been made available for minimizing over-all station
costs.

2.6 Reliability

The reliability of a radio system is expressed as the percentage of
outage time that may be expected with respect to the total time. Re-
liability objectives in short haul radio have been raised steadily over
the past few years due to customer demands and to the increasing
dependence upon radio as the message loads on short haul systems
have increased. The current reliability objective for the TM-1/TL-2
diversity pair is set at 0.02 percent for a 10 -hop system.

Hazards to service which may cause outages include not only
power and equipment problems, but also atmospheric phenomena. In
TM -1 and TL -2, outages due to power failures are reduced by the
employment of storage batteries with sufficient reserve to carry the
equipment for a reasonable period. Equipment hazards are largely
eliminated by full diversity operation. Outages caused by atmospheric
conditions such as inversion, reflective layer phenomena and rain are
combatted by means of a broad range AGC. However, because the
raindrop size is an appreciable part of a wavelength at 11 gc these
frequencies suffer much greater rain attenuation than the lower fre-
quencies. For this reason the 6-gc band is measurably more reliable
than the 11-gc band.

Experience has shown that the 0.02 percent reliability objective
would be difficult to meet, and would involve an economic penalty
with an 11-gc system, in areas subject to heavy rain incidence. The
use of a 6/11-gc crossband diversity arrangement yields a highly reli-
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able system with the advantage of 6 gc in connection with rain attenu-
ation. By relying on the 11-gc band for the other half of the diversity
pair, the dependence on 6 gc (and therefore, the congestion of that
band) is reduced by one-half.

2.7 Transmission Objectives

To meet the general objectives set forth for these
lowing transmission objectives were established.

TM -I

RF frequency range
Frequency plan
Number of available RF channels

Minimum transmitted power
with TM -Al amplifier

Transmitter frequency stability
Minimum design receiver input
Receiver noise figure (receiver in-

puts of -45 dbm or lower)
Fading margin (minimum)
IF center frequency
Baseband width
Pre -emphasis

600 message circuits
Television

Maximum hops per alarm section
System length

message (10 hops)
ETV -ITV (10 hops)
NTSC-TV (6 hops)

Ambient temperature

systems, the fol-

5.925-6.425 gc
modified TH plan
32 (split channel TH

plan)
12 (staggered channel

TH plan)
16 (TH co -channel plan)

+20 dbm
+33 dbm
±0.02%

-45 dbm
11 db

TL -2

10.7-11.7 gc
modified TJ plan

24 (T.)- plan)

24 (staggered
channel TJ
plan)

+20 dbm

±0.05%

30 db
70 mc
10 cps -6 mc

9 db
7 db

10

250 miles
250 miles
150 miles

-40°F to 120°F

2.8 Power Amplifier

In order to lengthen a hop where circumstances demand, a power
amplifier can be used with the TM -1 transmitter. The TM -Al traveling
wave tube power amplifier described in Section VI increases the power
output from +20 dbm to +33 dbm. Coupled with a diversity switch
that normally reverts to the preferred channel, the power amplifier
permits the repeater spacing to be increased substantially with no
appreciable degradation of system performance or reliability.

III. ENGINEERING CONSIDERATIONS

3.1 Antennas

Several types of antennas and antenna systems are available for the
TM-1/TL-2 combination. A 6 -foot parabolic antenna and a 10 -foot
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parabolic antenna, each handling two polarizations at 11 gc and one
polarization at 6 gc are available for use as direct radiators. A peri-
scopic system is obtained with these antennas when used with appro-
priate reflectors." The 6 -foot antenna is illustrated in Fig. 1. The dual -
frequency antennas are always furnished with radomes. Two 11-gc
connections (WR90) and one 6-gc connection (WR159) are required
for both sizes of antennas. A horn -reflector antenna may also be used
in the TM-1/TL-2 systems.4 In this case, WC281 circular waveguide
is used from the antenna to the associated waveguide networks near
the base of the tower. The minimum midband gain for these antennas
compared to an isotropic radiator is as follows:

Antenna Minimum midband gain over isotropic antenna
6175 mc 11,200 mc

6 ft dual -frequency antenna including radome
10 ft dual -frequency antenna including radome
Horn -reflector antenna

37.9 db
42.3 db
43.1 db

Fig. 1-Dual-frequency antenna with radome removed.

42.5 db
46.7 db
47.7 db
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The gain of the parabolic antennas used in conjunction with flat
 reflectors is shown in Fig. 2 where the effect of antenna -reflector sepa-
ration is included.

The parabolic antennas and reflectors may be mounted on a wide
variety of towers. The type of tower is dependent upon the wind load-
ing for the area used as well as the size of the antenna or passive
reflector. A somewhat more limited selection of tower designs is avail-
able for the horn -reflector antenna.

3.2 The Design of a Typical Hop

The expected performance of a hop may be computed for TL -2 and
TM -1 based on the following assumptions:

TM -I TL -2

Path loss for 25 miles 140.4 db 145.6 db
Loss of waveguide components in radio 3.4 db 5.5 db

equipment
Waveguide losses (40 ft) for a periscope 1.0 db 1.6 db

system
Total losses 144.8 db 152.7 db
Minimum transmitter power +20 dbm +20 dbm
Gain of two 10 -ft dual -frequency an- 84.6 db 93.4 db

tennas
Gain of two 10 -ft X 15 -ft reflectors 180 ft -0.8 db -0.8 db

away from antennas

Sum 103.8 db 112.6 db
Received carrier power -41.0 dbm -40.1 dbm
Assumed maintenance margin* 3 db 3 db
Received carrier power -44.0 dbm -43.1 dbm

* This factor is introduced to allow for some misalignment of the antenna
system, etc.

The above calculation illustrates that in a typical hop, the received
power for TM -1 and TL -2 are nearly the same. The increased path
loss and waveguide component losses at 11 gc are balanced by an in-
creased antenna gain.

In a low -index FM system, the thermal noise power in the highest
frequency telephone circuit at the 0 TL point may be expressed by5

P. = P. ± 20 logfi-F + 10 log2NP,

where
P, is the power of a baseband sine wave at the 0 TL point that will

produce a peak deviation of AF megacycles. This is taken as the
Dixon -Holbrook multiload factor and is +23.5 dbm for a 600 -
circuit load.
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8'x 12' REFLECTOR

6' ANTENNA -
6' x 8' REFLECTOR

Fig. 2 - Periscope antenna gain vs separation for 6- and 10 -foot dual -frequency
antennas.

OF the peak deviation, is set to achieve an approximate balance be-
tween thermal and modulation noise. In TL -2 and T111-1, OF =
5 mc.

fi is the location of the highest frequency multiplexed telephone
circuit. For a 600 -circuit load this is 2788 kc.

Of is the nominal bandwidth of a telephone circuit, 3 kc.
N is the noise power per cycle, (-174 ± NF dbm)/cycle. In these

systems N = -174 + NF = -163 dbm.
Pe is the received carrier power. For TAI -1, Pc = -44.0 dbm and for

TL -2, Pc = -43.1 dbm.
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The values of P for TM -1 and TL -2 are, therefore, -62.8 dbm and
-63.7 dbm, respectively.

In the Bell System, noise measurements are made using a 3A noise
measuring set with C -message weighting and the values of P. just com-
puted will read as 25.2 dbrn for TM -1 and 24.3 dbrn for TL -2.*

Other noise contributions, based on factory measurements of trans-
mitter receiver units, must be included as follows:

FM thermal noise
Klystron noise
Modulation noise
Total noise
Pre -emphasis advantaget
Expected per hop noise performance

TM -1 TL -2

25.2 dbrnc0 24.3 dbrnc0
18.0 16.0
22.0 23.0
27.4 27.1
3.5 3.5

23.9 dbrnc0 23.6 dbrnc0

t The pre -emphasis characteristic specified for TM-1/TL-2 is shown in Fig. 3.

The noise performance of the 0.1 -watt TM -1 and TL -2 systems in a
typical 25 -mile hop is expected to be nearly alike and, in the general
case, there is no advantage in assigning a preferred status to one sys-
tem over the other. Geographical situations do occur, however, where a
higher transmitted power is required to transmit a greater distance.

The TM -Al amplifier is available as a hop stretcher. A traveling -
wave tube amplifier, providing at least 13-db gain is capable of rais-
ing the transmitted power of TM -1 to 2 watts. The power of the TL -2
system is not increased, but a revertive diversity switch is used at the
receiver to take advantage of the better signal-to-noise ratio on the
TM -1 channel when the power amplifier is used.

Carrying through the calculations for a 75 -mile hop, but retaining
all the earlier assumptions, we have:

Received carrier power
TM -1 ® +33 dbm
TL -2 ® +20 dbm

Expected per hop noise performance of
the highest frequency telephone circuit

TM -1

-40.6 dbm

22.2 dbrnc0

TL -2

-52.7 dbm
30.6 dbnrc0

Under these conditions, TM -1 is the preferred channel, and a diver-
sity switch that reverts to TM -1 would be used. The TL -2 channel
provides protection against TM -1 fades and equipment failures. The
combination of a 2 -watt TM -1 system and a 0.1 -watt TL -2 system is
capable of meeting over-all system reliability objectives.

* For the reasons given in the appendix, these readings will be referred as
dbrnc0.
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IV. TRANSMISSION PLAN

3.0

4.1 Frequency Plans

The number of two-way diversity channels which may be provided
by TM-1/TL-2 combinations depends upon several factors. Where the
normal TM -1 and TL -2 allocations are employed, the antenna system
becomes the deciding factor. With the dual -frequency parabolic an-
tennas, limited to a single polarization at 6 gc while providing two
polarizations at 11 gc, a maximum of four two-way crossband chan-
nels may be provided. When two polarizations in both bands are avail-
able, as with the horn -reflector antenna, six two-way crossband diver-
sity channels are possible.

Basically, the normal TL -2 frequencies are the same as those of the
TJ and TL plans (Fig. 4). The staggered plan shifts all the A fre-
quencies 20 mc higher and the B frequencies 20 mc lower. In the case of
TM -1, several frequency allocations exist as shown in Fig. 5. The
normal or split channel plan provides two TM -1 channels in the fre-
quency space set aside for each TH channel.7 The staggered allocation
provides a more limited number of TM channels which are located
between TH channel assignments. This allocation is used to minimize
interference in cases where a TM -1 route crosses a TH route. A third
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allocation, the co -channel plan, is the TH frequency plan which is used
where TM and TH will share the same route. In this instance, the nor-
mal or staggered plans would not be suitable. It should be pointed out
that in all cases, the preferred order of channel growth in TM -1 is the
reverse of the preferred use order in TH to minimize interference
possibilities.

Although TM -1 and TL -2 Radio Systems may be operated on a non-
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Channel
number

Transmitter
frequency, gc

Beat oscillator
frequency, gc

4A 10.715 10.785 9B 11.245 11.315
1A 10.755 10.825 12B 11.285 11.355

10A 10.795 10.865 5B 11.325 11.255
11A 10.835 10.905 8B 11.365 11.295

6A 10.875 10.805 1B 11.405 11.335
7A 10.915 10.845 4B 11.445 11.375
2A 10.955 11.025 11B 11.485 11.555
3A 10.995 11.065 10B 11.525 11.595

12A 11.035 11.105 7B 11.565 11.495
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Fig. 4 - TL -2 frequency allocation plan.
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diversity basis, or in diversity with other channels within their indi-
vidual bands, these cases will not be discussed here. Generally speak-
ing, in message service, the increasing size of circuit groups and the
more severe reliability objectives makes nondiversity operation unde-
sirable. For educational TV, industrial or closed circuit video, how-
ever, nondiversity operation is usually acceptable.

Fig. 6 shows a possible growth plan for a TM-1/TL-2 crossband
diversity system. Both the TM -1 and TL -2 systems normally employ
a four -frequency plan using each RF frequency only once at a repeater
which is required when periscope antenna systems are employed. These
frequency plans achieve the following results:

(i) There is adequate separation between transmitters and receivers
by using the upper (or lower) half of the band for transmitting and the
lower (or upper) half for receiving. This arrangement is inverted at
alternate stations.

(ii) Polarization of adjacent channels alternates between vertical
and horizontal to provide maximum frequency separation between
channels of the same polarity.

(iii) "Over -reach" interference is reduced by alternating horizontal
and vertical polarization of a given frequency. A frequency having a
horizontal polarization in one hop will occur again two hops away
but will be vertically polarized.

4.2 Diversity Operation

The beat frequency oscillator is always kept within the assigned
common carrier band, but its frequency may be above or below the
frequency of the incoming RF carrier. Hence, since all other phase
relationships are identical, the two halves of a diversity pair could
have baseband outputs of opposite polarity. A polarity inverter is
therefore included in the TM -1 transmitter baseband amplifier to in-
sure in -phase signals at the baseband switch points to provide hitless
diversity switching.

Two forms of diversity switch may be employed with the TM -1/
TL -2 combination. The simple bistable switch has been described in
detail in an earlier paper.2 Where the performance of the two systems
of a diversity pair is comparable, this type of switch is fully adequate,
but where the performance of one of the systems is better than the
other, a revertive switch, described in Section VII, is normally used.
A typical two -hop system is illustrated in Fig. 7.
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V. MICROWAVE MULTIPLEXNG NETWORKS

5.1 Antenna Multiplexing Networks

The dual -frequency antennas mentioned in the previous section ac-
cept two polarizations at 11 gc and one polarization at 6 gc for a total
of six 11-gc radio channels and four 6-gc radio channels. For crossband
diversity usage this is limited to four diversity radio channels. Where
load requirements are greater, the horn -reflector antenna may be used
and here a microwave multiplexing network is required which will
permit the multiplexing of more radio channels.

The block schematic of Fig. 8 illustrates how six two-way radio
channels may be operated in crossband diversity. The two groups of
TL -2 channels are combined in a 1405A polarizer network. The three
TM -1 channels to be polarized horizontally and the three TM -1 chan-

CHANNEL MULTIPLEXING NETWORKS

22A

21A 23A

26A "--` 24 A

4B

28
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13 A I IA

IT Tr
14A
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f2B 11A
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1; TT Fr Tr
[813 I 110B 1

/R IR

r9A

H

TRANS-
DUCER

1406A
NETWORK

1406A
NETWORK

7A IA

T

TL -2 CHANNELS

TRANS-
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1405A
NETWORK

ANTENNA
- MULTIPLEXING

NETWORK

Fig. 8 - Use of microwave multiplexing networks in a TM-1/TL-2 installation.
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nels to be polarized vertically are connected to separate 1406A net-
works which are multihole directional couplers having square through
arms that support 6- and 11-gc orthogonally polarized waves. One
1406A network is rotated 90° with respect to the other. A transducer is
required between the 1405A network and the 1406A networks, and an-
other between the 1406A networks and the antenna. The networks
are, of course, bilateral and have been described fully in previous liter-
ature.8

5.2 Channel Multiplexing Networks

The use of channel multiplexing networks is also illustrated in Fig.
8. Transmission through a network is nearly lossless for all channels
except for the assigned channel where the through loss is very high but
the loss to the drop is low. Fig. 9 illustrates a TM -1 channel multiplex-
ing network. It consists of two channel rejection filters inserted be-
tween two short -slot directional couplers. The directional couplers are
terminated in end pieces that provide the desired access for 3 ports
and a termination for the fourth port. The manner in which a channel
multiplexing network operates may be described by referring to the
schematic shown in Fig. 10. A signal incident to port 1 is divided into
two equal signals that differ in phase by 90° appearing at ports 5 and
6. These signals then pass into the filters and if the filters are tuned to
the frequency of the signals, they are reflected back into the coupler.
Each reflected signal is then divided into equal components with an
additional 90° phase difference at ports 1 and 2. The components at
port 1 are 180° out -of -phase and cancel while the components at port
2 are in -phase and add to give the original signal for the dropped chan-
nel. If the filters are not tuned to the signal frequency, the two signals
pass freely through the filters and emerge in phase at port 3, and out -
of -phase at port 4. Port 4 is terminated to present a good impedance
looking into the other ports.

The performance of a representative network is shown by the trans-
mission characteristics in Fig. 11. The in -band loss between ports 1
and 2 is less than 0.5 db for a 20 -me band while the loss between ports
1 and 3 is less than 0.1 for frequencies in the 5925 - 6425 -me band out-
side of the f,,, 59.3-mc region. In the standard frequency plan, the
center frequencies of the other channels are at least 59.3 mc removed
from f,,, . The return loss of any port with the other two ports termi-
nated is greater than 35 db from 5925 to 6425 mc.

The filters used in the channel multiplexing networks are constant -k.
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Fig. 10 - Channel multiplexing network schematic.

Each filter consists of four aperture -coupled cavities spaced I A along
a section of waveguide. This type of cavity can be closely approxi-
mated by a series parallel -tuned circuit over a narrow band of fre-
quencies.

The channel separating networks for TL -2 have been described pre-
viously.' Typical performance characteristics are given in Fig. 12.

VI. RADIO TRANSMITTERS

6.1 General

The block diagram of Fig. 13 describes both the TM -1 and the TL -2
radio transmitters. The baseband signal is amplified by the transmitter
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Fig. 11 - Insertion loss characteristic of TM -1 channel multiplexing network.
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baseband amplifier and is applied to the repeller of the klystron os-
cillator causing the frequency of oscillation to be deviated about the
assigned channel frequency. The resulting band of RF frequencies is
fed to the antenna networks through an isolator, directional couplers
to permit frequency and power monitoring, a waveguide switch, and a
channel separation network. Photographs of the transmitter portions
of TM -1 and TL -2 are shown in Figs. 14(a) and (b). The klystrons
and the isolators are not visible in these photographs.

6.2 Transmitter Baseband Amplifiers

The transmitter baseband amplifier for TL -2 is a three -stage feed-
back amplifier using Western Electric 15C germanium diffused base
transistors. It provides a nominal voltage gain of 31 db from the 75 -
ohm unbalanced input to the high impedance of the klystron repeller,
supplying a maximum voltage of 8 volts peak -to -peak. A gain control
of -.1-4 db is provided to accommodate the modulation sensitivity of all
klystrons. The amplifier has a frequency characteristic that is nomi-
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small frequency errors due to this effect are unacceptable. The basic
time constant is still approximately CIRi , but in the circuit of Fig. 16
leakage currents in C1 flow in R2 rather than R1 . Both C2 and R. are
large compared to C1 and R1 . The voltage across C. is essentially zero.

1

BASEBAND
,1 IN

BIAS
ADJUST 

FEEDBACK NETWORK

_L

MONITOR

GAIN
ADJUST

C(I REPELLER
9-1\AAH

RI
V

REPELLER
,'ADJUST

-400V -600V-600V

Fig. 15 - TL -2 transmitted baseband amplifier.

6.3 Transmitter Klyslrons*

The 459 -type klystron is an external cavity klystron designed spe-
cifically for the TM -1 system. The tube is both cooled and temperature
stabilized by clamping it to a vapor phase cooling boiler by means of
the output flange. It has a specially designed temperature compensator
which provides a frequency temperature coefficient of less than ±0.1
megacycle per degree Fahrenheit.

The external cavity design was chosen in order to achieve a rela-
tively high modulation sensitivity comparable to that of the 457A 11 -
gc klystron. Even though the efficiency of an external cavity structure

* This section was written by Mr. E. J. Panner.
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Fig. 16- TM -1 transmitter baseband amplifier.



TM-1/TL-2 MICROWAVE SYSTEMS 25

is somewhat lower than that of an internal cavity tube, some of this
loss of efficiency is regained by operating the tube in the 21 mode. In
addition, the higher output power tubes are coded 459A for use in
transmitters while the lower end of the distribution is coded 459B for
use as local oscillators in receivers.

Tuning is accomplished through the use of a contacting tuning
plunger which is coupled to a frequency indicator and is driven by a
slotted tuning nut. Mechanical tuning is possible without removing
the insulating cover in the TM -1 bay. The entire tube is gold plated to
raise the Q of the cavity and reduce the effects of oxidation.

The WE457A klystron, used in TL -2, has been described in connec-
tion with the TL Radio System.9

Fig. 17 is a photograph showing both the 459A and the 457A klys-
trons while typical output power versus frequency characteristics of
both tubes are shown in Fig. 18. Typical operating characteristics of
both tubes are summarized in Table I.

6.4 iSOiaiOrS*

New high reverse loss isolators were designed for these systems to
be used at the outputs of the transmitter klystrons to prevent fre-
quency pulling that would give rise to intermodulation distortion.1°
Fig. 19 shows the dielectric loaded full -height E -plane structures used
and typical performance characteristics for both isolators. This struc-
ture was chosen to maximize the reverse loss per unit length to obtain
a minimum length isolator.

The isolators consist of a thin ferrite slab (nickel aluminum ferrite)
bonded to a ceramic loading of aluminum oxide which is approximately
ten times thicker than the ferrite. The ferrite -ceramic loading is posi-
tioned in the waveguide at a nearly circular point of polarization of
the microwave magnetic field. In addition to supporting the ferrite,
the ceramic increases the microwave energy in the ferrite and decreases
the frequency dispersion of the point of circular magnetic field polari-
zation by lowering the cut-off frequency of the waveguide. The ferrite
is biased to ferri-magnetic resonance with and external "C" magnet
which is potted in glass filled nylon and bonded to the waveguide. The
magnet length is critically determined to realize a variation in applied
magnetic field along the ferrite, increasing the bandwidths of the
reverse loss (isolation) characteristic. Matching is accomplished with
linear tapers ground in both ends of the ceramic loading. The TM -1

* This section was written by Mr. J. J. Degan.
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Fig. 18-Typical power output vs frequency for 457A and 459A klystrons.
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TABLE I-TYPICAL OPERATING CHARACTERISTICS
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RF power output
Resonator voltage
Repeller voltage
Repeller modulation sensitivity
Electronic tuning range

Heater current
Cathode current

Frequency -temperature coefficient
Oscillating mode

459A Klystron 457A Klystron

0.1w (min)
400v
-120v
1.7 mc/volt
75 mcs

0.88 amp
43 ma

<0.1 mcs/°F
9Z

0.1w (min)
400v
-115v
2.3 mc/volt
100 mcs

0.90 amp
43 ma

<0.15 mcs/°F
31

system isolators are temperature compensated by a shunt strap of
magnetic material whose permeability changes rapidly with tempera-
ture.

An additional feature of the high reverse loss isolator in the TM -1
system is its built-in harmonic absorption. Harmonic outputs from
the klystron tend to pull the klystron frequency, causing modulation
distortion unless these harmonics are properly terminated. The ce-
ramic -ferrite loading of the isolator preferentially mode converts the
harmonic energy into the TE30 mode. On the other hand, energy at the
fundamental frequency remains in the dominant mode (TEio) in
the desired signal band and is concentrated into the high dielectric
loading. The resulting distribution of fundamental and harmonic elec-
tric field intensities is shown in Fig. 20. The result is a large differen-
tial in the value of electric field intensity near the side walls of the
waveguide. Resistive vanes are placed in a position to provide several
db of loss at the harmonic frequencies with less than 0.2 db of addi-
tional loss at the desired signal frequency. The vanes are bonded to a
dielectric slab which in turn is bonded to the waveguide wall. Fig. 21
is a cut -away view of the isolator showing details of construction.

6.5 Vapor Phase Cooling System Designs*

The frequency stability of the TM -1 and TL -2 transmitters is ob-
tained in part by carefully controlling the temperature of the klys-
trons. This method was successfully used for TL -1 and the technique
was improved for TM -1 and TL -2. Also, since TM -1 and TL -2 are
designed to fit in the same panel space and to operate in diversity ar-

* This section was prepared by Mr. W. G. Stieritz.
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rangements with each other in the same shelters, it was advantageous
to use a common equipment design.

The radio equipment is designed to be mounted in unattended shel-
ters or in pole -mounted cabinets. The power dissipated in these en-
closures will produce a temperature rise of about 20°F at low tempera-
tures. The radio equipment must therefore operate in an environment
of -20°F to +120°F corresponding to an outside ambient ranging
from -40°F to +120°F. (At high ambient temperatures an exhaust
fan is used.) Over a nominal 3 -month maintenance interval the range
of ambient temperature variation is not likely to exceed 100°F, how-
ever. To meet the ±0.05 percent frequency accuracy for TL -2 and the
±0.02 percent requirement for TM -1, the klystron temperature must
be held to ±3°F. Klystron voltages must also be closely regulated, as
described in Section VIII.

The major elements of the TL -2 vapor phase cooling system are
shown disassembled in Fig. 22. The heat source is a pair of klystrons
clamped to each side of a copper boiler. The boiler and klystrons are
enclosed in a fiberglass insulated chamber to reduce the effect of am-
bient temperature variation. The boiler is filled with a heat transfer
fluid, FC-75 fluorochemical which is a liquid that has a boiling point

atmospheric pressure of 29.98 inches
The vapor from the boiling liquid which has absorbed the klystron
heat is led by an inclined stainless steel pipe to the copper con-
denser block. Here the vapors are condensed back to the liquid phase,
and returned to the boiler. This condenser is in turn bolted to the
equipment mounting panel which serves as a heat sink to ambient. A
rubber bladder connects to the condenser outlet and allows for expan-
sion of the gases inside the system without allowing their escape. The
flexible bag permits substantial changes in volume of the enclosed
system without appreciable changes in pressure. This is required since
otherwise changes in heat input to the boiler caused by ambient tem-
perature changes would result in pressure changes inside the system,
hence changes in the boiling temperature of the liquid. This equip-
ment is capable of holding temperature changes of the klystrons
of about 5°F over an ambient temperature change from -20°F to
+140°F.

While the design of the TM -1 vapor phase cooling system is based
on the earlier TL -2 design, the two systems differ considerably in
detail. The differences may be attributed to physical and thermal dif-
ferences between the 11- and 6-ge components.

The TM -1 solution, which was achieved by heat flow analysis and
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Fig. 22 - TL -2 vapor phase cooling system.

experimental verification, includes the following refinements over TL -2:
(i) The boiler, in the shape of a double waveguide flange, was ther-

mally isolated from each waveguide by a section of internally plated
plastic guide to eliminate heat flow through the large mass of the
waveguide.

(ii) Foamed plastic blocks about 1/4 -inch thick are inserted in the
plastic waveguides, and cemented to the narrow dimension of the
guides. These blocks isolated the klystrons from air currents in the
waveguides.

(iii) The cover assembly for the klystron chamber is insulated with
polyurethane foam, rather than fiberglass as used in TL -2. A thermo-
statically controlled heater was also added to hold the temperature in
the klystron chamber to about 110°F ±5° at lower ambient tempera-
tures.

(iv) Synthetic rubber tubing between the boiler and the condenser
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is used to obtain the required thermal resistance between the boiler
and the frame.

Laboratory tests of the vapor phase cooling system showed that the
temperature of the klystrons can be held to about 71-1°F for an am-
bient temperature range of 100°F. The boiling point of the FC-75
liquid is also affected by changes in ambient pressure, since these
changes are transmitted to the system via the expansion chamber.
United States Weather Bureau data suggest that a 2.0 -inch Hg varia-
tion in pressure may be expected in some sections of the country. This
will account for an additional ±2°F variation in klystron tempera-
ture. A ±3°F variation in klystron temperature may be expected
over a 3 -month maintenance interval due to ambient temperature and
pressure chages.

The elements of the TM -1 vapor phase cooling system are shown in
Fig. 23.

6.6 Frequency and Deviation Monitor

In the TL -2 system the output of the isolator is connected to a 20-
db double directional coupler where one output feeds the frequency and

and the other output is connected to a power de-
tector. In TM -1, equipment considerations dictated the use of two
couplers in tandem where both couplers have a loss of 17 db to the
side -arm port.

The frequency accuracy of the transmitter is dependent upon the
accuracy of the microwave reference cavity. The frequency stability
requirement for TM -1 particularly, resulted in the following design:

(i) The cavity was constructed from specially heat treated and
machined invar.

(ii) Provision was made to annul the small but finite expansion
of invar using a brass detail compensator.

(iii) The cavity was filled with dry argon and sealed to minimize
any variation of the dielectric constant with humidity.

(iv) Individual cavities were designed for each channel because it
was felt that tuning mechanisms covering a wider frequency range
might not be sufficiently stable.

Fig. 24 shows a cut -away view of the TM -1 reference cavity. It is a
TEon cavity aperture -coupled to rectangular guide. The dimensions
of the cavity are proportioned to provide single mode operation and
the apertures are proportional to achieve the narrow -band insertion
loss characteristic shown in Fig. 25. The aperture tolerances are held
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Fig. 23 - TM -1 vapor phase cooling system.
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tightly to give accurate bandwidth control. The details of construction
are shown in Fig. 24 including the brass temperature compensator. A
typical cavity is stable to ±-300 ke over the temperature range of
-40°F to +140°F.

The frequency stability requirements for the TL -2 reference cavity
are more lenient than those for TM -1, hence the compensation
for the expansion of the invar was omitted. The tuning mechanism,
consisting of a screw that is solder -sealed after cavity adjustment, is
simpler than that used in TM -1. The transmission characteristic of the
TL -2 reference cavity is shown in Fig. 26.
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Fig. 24 - Reference frequency cavity for TM -1, cut -away view.

The 54D and 53A frequency monitoring detectors, for TM -1 and
TL -2, respectively, may be seen in Figs. 14(a) and 14(b). Both de-
tectors were designed to present a good impedance to the reference
cavities as well as a flat transmission characteristic over a wide band.

In both TM -1 and TL -2, the waveguide attenuator is an integral
part of the coupler and can be set to either of two positions. One posi-
tion is virtually no loss while the loss for the other position (ranging
from 2.5 to 3.5 db) is carefully set at the time of manufacture to per-
mit a simple field adjustment of deviation. When the unmodulated
transmitter is "on frequency", the detector meter readings will be
maximum. When the transmitted RF carrier is frequency modulated,
the detected output through the cavity filter will decrease because the
filter selectivity attenuates the sidebands that are generated. The re-
duction obtained can be calibrated for a given deviation, modulating
frequency, and cavity filter. This calibration is made in the two -posi-
tion attenuator in its "loss" position. Thus, by applying say 100 kc at
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a given level, the transmitter baseband gain control can be adjusted
to give the same output from the cavity filter as is obtained when the
attenuator is in its loss position and the carrier is unmodulated.

6.7 Power Monitors and Waveguide Switches

The power monitor detectors may be seen in the left-hand side of
Fig. 14(a) for TM -1 and in the upper right-hand corner of Fig. 14(b)
for TL -2. While the 53A detector used in TL -2 is identical to the fre-
quency monitor, the power detector for TM -1 is built integrally with a
17-db directional coupler to better fit the TM -1 equipment design.

The waveguide switches may also be seen in Figs. 14(a) and 14 (b).
These switches are required in tests, such as the initial tuning of
klystrons, where the transmitters must be effectively disconnected from
the antenna. Each switch consists of a short section of waveguide with
a narrow slot to accept a double -ended vane. The vane is properly
positioned in the slot by means of detents and leakage from the slot is
minimized by choke rings. The switch provides more than 60-db atten-
uation in the "off" position and a return loss of more than 40 db in its
"on" position.
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Fig. 25 - Transmission characteristic of reference cavity for TM -1.
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6.8 Stability of the TM -I Transmitted Frequency

The maintenance objectives for these systems are that a quarterly
adjustment of frequency will be made using the built-in frequency
and deviation monitor. A 100°F variation in temperature may be en-
countered over this interval. Laboratory measurements on a number of

9
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6

5

4

3

2

0
-6 -4 -2 0 2 4 6

FREQUENCY ERROR IN MEGACYCLES PER SECOND

Fig. 26- Transmission characteristic of reference cavity for TL -2.

transmitters (see Fig. 27) indicate that the TM -1 frequency is within
±0.02 percent of the assigned channel frequency for temperatures
varying between -20°F and +120°F and the expected pressure varia-
tions that will be encountered during the maintenance interval.

6.9 The TM -Al Power Amplifier*

Fig. 28 shows a block schematic of the power amplifier and how it is
used with a TM -1 transmitter to achieve an RF output of 2 watts.

* This section was written by Mr. L. K. S. Haas.
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The concept followed in the development of the 462A traveling -
wave tube is that of a tube and circuit package in which all adjust-
ments of electron beam focus and helix-to-waveguide match are made
at the factory. To minimize the effects of defocusing, the helix diameter

traveling -wave tube (TWT) is slightly larger than optimum
for band flatness, and as a result, the gain characteristic has a slope of
about 2 db over the 500 -me TM band. In the event of a tube failure,
the package is returned to the factory for a new tube. Provision is
made for an interlocking circuit so that the power supply cannot be
turned on unless connection is made to the 462A package.

Focus of the TWT is accomplished by means of a repeating mag-
netic field pattern along the length of the tube provided by a stack of
alternating Alnico VIII magnets and iron pole pieces. Magnets of this
material were chosen because of its stability with changes in tempera-
ture.

RF input and output to the amplifier are made through reduced
height waveguides which require waveguide transformers to match
the standard WR-159 waveguide used elsewhere in the TM bay. The
smaller waveguide inside dimensions are 0.318 by 1.590 inches for the
input and 0.100 by 1.590 for the output.

The important parameters of the traveling -wave tube package are
given in Table II. Nominal values are shown.

Cooling of the collector is accomplished by thermal contact between
a cooling block on the 462A package and a heat sink which is part of
the TM bay. A photograph of the 462A package is shown in Fig. 29.



T
O

A
N

T
E

N
N

A

I
C

O
M

B
IN

IN
G

N
E

T
W

O
R

K

I
F

R
O

M
O

T
H

E
R

E
Q

U
IP

M
E

N
T

P
O

W
E

R
M

O
N

IT
O

R

D
IR

E
C

T
IO

N
A

L
C

O
U

P
LE

R
B

A
N

D
P

A
S

S
F

IL
T

E
R

LO
W

-P
A

S
S

F
IL

T
E

R
IS

O
LA

T
O

R

P
O

W
E

R
S

U
P

P
LY

H
T

R
A

V
E

LI
N

G
 -

W
A

V
E

 -
A

M
P

LI
F

IE
R

I"
'--

- 
W

A
V

E
G

U
ID

E
 -

-'
T

R
A

N
S

F
O

R
M

E
R

S

A
T

T
E

N
U

A
T

O
R

T
M

 -
A

l P
O

W
E

R
 A

M
P

LI
F

IE
R

T
M

 -
1 

T
R

A
N

S
M

IT
T

E
R

B
A

S
E

B
A

N
D

A
M

P
LI

F
IE

R

W
A

V
E

G
U

ID
E

S
W

IT
C

H
D

IR
E

C
T

IO
N

A
L

C
O

U
P

LE
R

D
IR

E
C

T
IO

N
A

L
C

O
U

P
LE

R
IS

O
LA

T
O

R
.E

--

<
T

R
A

N
S

M
IT

T
E

R
--

--
-p

S
IG

N
A

L
IN

P
U

T
\\ 

P
R

E
V

IO
U

S
 W

A
V

E
G

U
ID

E
K

LY
S

T
R

O
N

P
A

T
H

, N
O

W
 R

E
M

O
V

E
D

P
O

W
E

R
A

T
T

E
N

U
A

T
O

R
M

O
N

IT
O

R

F
R

E
Q

U
E

N
C

Y
 M

O
N

IT
O

R
B

A
N

D
 F

IL
T

E
R

D
E

T
E

C
T

O
R

Fi
g.

 2
8 

- 
T

M
 -

A
l a

m
pl

if
ie

r 
bl

oc
k 

sc
he

m
at

ic
 s

ho
w

in
g 

ho
w

 a
m

pl
if

ie
r 

m
ay

 b
e 

ad
de

d 
to

 a
 T

M
 -

1 
tr

an
sm

itt
er

.

C
A

Z

00



TM-1/TL-2 MICROWAVE SYSTEMS 39

TABLE II

Heater voltage
Anode voltage

Helix voltage
Cathode voltage
Collector voltage
Beam current
Collector dissipation
Hot input return loss
Gain
Noise figure
Saturation power
AM -PM conversion at +33 dbm output
Spurious noise

6.5v
+2500 with respect to cathode
+400 with respect to helix
+2100 with respect to cathode
-1200v with respect to ground
ground
32 milliamperes
38 watts
17 db over entire TM band
21 db
25 db
+36 dbm
2.5°/db
20 db above background (max)

Provision is made in the TM -Al amplifier to measure output power
as shown in Fig. 28. The low-pass filter is provided to attenuate second
harmonics generated in the traveling -wave tube while the purpose of
the bandpass filter is to prevent wideband noise produced by the
TWT from reaching receivers on the same waveguide run.

Performance tests made of a TM -1 system with a TM -Al amplifier
show that the amplifier introduces negligible transmission impair-
ments in raising the outpuut power to 2 watts.

Fig. 29 - 462A packaged traveling -wave tube.



40 THE BELL SYSTEM TECHNICAL JOURNAL, JANUARY 1966

VII. RADIO RECEIVERS

7.1 General

The receiver portion is generally located on the right-hand portion
of the RF panel as shown on the TM -1 photograph of Fig. 30. All the
non -microwave circuits of the receiver except the preamplifier are con-
tained in the IF and baseband plug-in unit that is the same for both
TM -1 and TL -2, the general construction of which may be seen in Fig.
31. The box is divided into four shielded compartments with all the
IF and baseband circuitry being divided among four printed wiring
boards.

Fig. 32 shows the block diagram of either system. The functions
served by the IF and BB unit and the receiver control unit are indi-
cated. The IF bandpass filter and delay equalizer, used in TM -1
only, is the unit to the far right in Fig. 30.

With TM -1 channels spaced more closely than TL -2 channels, it was
necessary to provide more discrimination against adjacent channels in
TM -1 than in TL -2. Adding sufficient discrimination to the TM -1 RF
bandpass filter would have been costly in terms of meeting stability
requirements with temperature and the use of a narrower IF filter fol-
lowing the input IF amplifier would have meant separate IF and BB
units for T1V1-1 and TL -2. Hence, some of the additional loss was in-
serted at IF between the preamplifier and the IF and BB unit. The
transmission characteristics of a TM -1 and a TL -2 receiver may be
compared in Fig. 33.

7.2 RF Portion and IF Preamplifier for TM -1

The RF portion of the receiver includes a channel -dropping network,
identical to the TM -1 channel multiplexing network described in Sec-
tion 5.3, a bandpass filter, an isolator, and the modulator preamplifier
assembly. The design of the bandpass filter reflects the stringent re-
quirements imposed by the close channel spacing. Each TM -1 channel
uses a 5 -cavity filter plus a channel separation network. The filter
cavities are spaced 4 A apart to minimize coupling between sections
and the filter is aligned by variable capacitance adjustments in each
cavity. It is a maximally flat design having the typical transmission
characteristic shown in Fig. 34.

The RF portions of the TM -1 receiver are shown in Fig. 35. It is in
effect, a three -layer arrangement with the channel -dropping network
mounted against the back plate of the RF panel. In a tandem ar-
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Fig. 30 - Receiver portion for TM -1.

-11
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Fig. 31- IF and baseband unit showing internal construction.

rangement of several receivers, the termination at the upper port of the
channel -dropping network is replaced by a waveguide connection to the
next receiver. The bandpass filter is located in the middle layer fol-
lowed by a waveguide low-pass filter and the receiver isolator.

To meet over-all transmission objectives, the bandpass filter must
present a good impedance to the channel separation network. This is
very difficult to accomplish if the bandpass filter is terminated by the
modulator, and therefore a receiver isolator is used between the filter
and the modulator. Since this isolator is broadband, the filter is termi-
nated by a network that is not frequency selective. The isolator also
protects other receivers against beat oscillator energy that is present
at the modulator signal input port. The isolator characteristics are
shown on Fig. 36.

The transmitter and receiver isolators are resonance -type isolators,
and the reverse loss to second harmonics is fairly low. Since the inser-
tion loss of the bandpass filter to second harmonics is also low, a
waveguide low-pass filter is required immediately ahead of the isolator
as shown in Fig. 35. This filter attenuates the second harmonic of the
beat oscillator (generated in the modulator) and prevents this energy
from entering the modulator of another receiver and generating in -
band interference products.

A 459 -type klystron, operated in the same mode as the transmitter
klystron, serves as the local oscillator. It is held at thermal equilibrium
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Fig. 33 - Relative receiver gain from RF input to IF output for TM -1 and TL -2.
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Fig. 36 - Typical isolator characteristics for receiver isolators.

with its transmitting mate by the vapor phase cooling system. Fig. 35
shows the waveguide attenuator that is used to adjust the 0 dbm of
local oscillator power required by the modulator, and the waveguide
to coaxial transducers used in the connection to the modulator. The RF
and BO powers are applied to the input ports of a 3-db short slot
coupler and are divided equally between the output ports that connect
to the modulator. Isolation between the RF and BO sources is pro-
vided by the directivity of the coupler.

The modulator consists of two parallel guides equipped with a pair
of matched diodes in the manner shown by Fig. 37. In this arrange-
ment, each diode is coupled to the waveguide energy by locating it par-
tially in the shorted waveguide line and partially in the shorted co-
axial line. The position of the diode and locations of the waveguide
and coaxial shorts, and the shape of the outer conductor of the coaxial
line inside the waveguide are selected to give optimum performance.

The IF signal is separated from the RF signal by radial cavities.
The cavities are stagger -tuned to provide optimum RF filtering over
the 500-mc band and are spaced along the coaxial line to provide an
RF short at the waveguide-to-coaxial interface. Since the modulator
is broadband, a single design covers all channels, and the diodes may
be replaced without retuning.

The two IF output signals from the modulator are paralleled and
coupled to a transistor preamplifier as shown in Fig. 38. The interface
or coupling network consists of a shunt tunable inductor paralleled by
parasitic capacitance. The inductor is factory tuned to give a maxi-
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malty flat transmission for channel 28B, and may be used for any other
channel without retuning.

The preamplifier consists of two low -noise grounded -emitter stages
plus a grounded -base stage. It has a noise figure of about 4 db. The
nominal performance characteristics from the RF input to the micro-
wave bandpass filter to the IF output of the preamplifier are:

RF to IF conversion gain 18 db
Noise figure 10.5 db
Transmission flatness over the 64-76 me band 0.2 db

7.3 RF Portion and IF Preamplifier for TL -2

The channel -dropping networks and bandpass filters used in TL -2
were designed originally for the TJ Radio System, and the filters are
of two types. Three cavity bandpass filters are used in all cases except
for the last receiver in a lineup if the standard frequency plan is fol-
lowed. Here a 4 -cavity filter is specified and the channel -dropping net -

COAXIAL
LINE -

DIODE

RADIAL <
CAVITIES

TEFLON

COLLINEAR
GUIDES

/

DUAL
FLANGE

- IF TERMINALS

Fig. 37 - Internal configuration of modulat or.



D
IO

D
E

 T
E

S
T

M
O

D
U

LA
T

O
R

/

.._
C

-l
D

IO
D

E
T

E
S

T

i

P
R

E
A

M
P

LI
F

IE
R

Fi
g.

 3
8 

- 
T

M
 -

1 
m

od
ul

at
or

 -
pr

ea
m

pl
if

ie
r 

sc
he

m
at

ic
.

m r r m ie i
I

IF
S

I 1 
O

U
T

q

i<
g n Z

:I 4 n 9. V C
A

-2
0V

0 g



TM-1/TL-2 MICROWAVE SYSTEMS 49

work may be omitted. The transmission characteristics for the two
types of filters are shown in Fig. 39; the characteristics of the channel -
dropping network are given on Fig. 12.

The modulator -preamplifier assembly for TL -2 is shown in Fig. 40
where the 4 -cavity filter, the receiver isolator and the modulator block
may be identified readily. The preamplifier is housed in the section to
the rear of the modulator block. The isolator serves the same purpose
as the isolator in TM -1 and its performance characteristics are also

70
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Fig. 39 - Representative transmission characteristic of TL -2 bandpass filters.

shown in Fig. 36.* Here again, the use of the isolator makes the modu-
lator -preamplifier a broadband device, and a bandpass filter, an iso-
lator, and a modulator -preamplifier may be assembled and used with-
out making any over-all adjustments.

Beat oscillator power at about 0 dbm is applied to the modulator at
the waveguide port that is visible at the front of the block. A low-pass
filter in the signal waveguide path has not been found necessary since

* In early TL -2 production a tuner was used rather than an isolator. The tuner
was adjusted for an optimum impedance into the bandpass filter. Thus, in the
earlier design, the modulator -preamplifier assembly was a frequency sensitive
entity.
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Fig. 40 - TL -2 receiver -modulator preamplifier.
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nally flat from less than 10 cycles to over 6 Inc. A schematic of the
amplifier is shown in Fig. 15. The amplifier is packaged in the trans-
mitter control unit.

The nominal deviation sensitivity of the TM -1 klystron is less than
that of the TL -2 klystron, hence the TM -1 input amplifier requires ad-
ditional gain. The schematic for TM -1 is shown in Fig. 16 where the
output amplifier is similar to the TL -2 amplifier and the preamplifier
provides the added gain. The maximum gain of the amplifier is 34 db,
and it is capable of supplying a maximum voltage of 12 volts peak -to -
peak. The transmission characteristic is essentially flat from less than
10 cycles to over 6 mc.

As described previously, the phase inverter is required to obtain hit-
less switching. By providing for reversal of the baseband signal in the
inverter of the TM -1 amplifier, the proper polarity of the diversity
switch in the next receiver can be obtained.

The repeller coupling circuits for the two systems are also shown in
Figs. 15 and 16. In TL -2, the time constant R1C1 is sufficiently long
to insure good low frequency performance and the breakdown diode
protects the repeller against voltages that are positive with respect to
the klystron cathode. The voltage across C1 is about 500 volts however,
and changes in leakage current will result in frequency errors. In
TM -1, with the more stringent requirements on frequency stability, the

P
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Fig. 13 - Transmitter block schematic.
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the TL -2 receiver modulator design provides sufficient balance against
the second harmonic of the local oscillator.

The circuit of the TL -2 preamplifier is shown in Fig. 41. The impor-
tant difference between this preamplifier and the one for TM -1 obtains
at the modulator -preamplifier interface. Where TM -1 is tuned, TL -2
is broadband; the output capacitance of the TL -2 modulator is too
high to accommodate the TM -1 circuit. While the untuned circuit
provides less gain, it was possible to optimize the noise performance of
the circuit with the input transformer and to make up the gain by
using additional grounded -base stages. The nominal conversion gain of

RECEIVED
SIGNAL IN

DIODE TEST

PRE-
AMPLIFIER

OUT

= -20V

DIODE TEST

MONITOR -20V -20V

-20V -20V

Fig. 41 - TL -2 preamplifier simplified schematic.
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this modulator -preamplifier is also 18 db and its nominal noise figure,
referred to the input of,the mixer, is 10.5 db.

7.4 The IF Amplifier

Nearly all the IF stages in the IF input and output amplifiers are
grounded base stages as shown in Fig. 42 (a) .11 Using 2:1 interstage
transformers as shown, the theoretical current gain per stage is 6.0 db
but due to transformer losses, the practical current gain is about 5.5
db. To a first approximation, and neglecting the transformer step-up,
the equivalent circuit is as given in Fig. 42(b), where L is the sum of
the transformer leakage and emitter inductance, R is a damping re-
sistor and the capacitors are the collector and transformer shunt ca -

(a) (b)

(C)

R = o

150

300

400

500

600

in 4

c0
w

t7.)

2

w

t.9
0

17-

w
IX 2

-4
40 50 60 70 80 90

FREQUENCY IN MEGACYCLES PER SECOND
100

Fig. 42 - IF interstage; (a) typical IF stage, (b) equivalent circuit, (c) rela-
tive transmission characteristic for several values of damping resistance.
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pacitances. Without damping, such an interstage peaks at about 135
mc for the transistors, transformers, and printed board design used.
The damping resistance is selected for a maximally flat transmission,
and Fig. 42 (c) illustrates the relationship between damping and trans-
mission. By designing the active circuits for a wide transmission band,
it is possible to use a passive network to limit the band to the desired
64-76 mc. This is the purpose of the IF bandpass filter and equalizer
shown in Fig. 32.

The input IF amplifier shown in Fig. 32 includes three variolossers
controlled by an AGC circuit to hold constant the IF power delivered
to the limiter over a fade range of at least 35 db. Each variolosser is
of the form shown in Fig. 43. The losser element is a point contact
germanium diode shunted across the circuit. Control current from
the AGC detector is made to flow through this diode; a high value of
control current, corresponding to a high RF input to the receiver, pro-
duces a low impedance path to ground, and hence, a high loss in the
variolosser section. The series resistance, R1 + R2 , serves again to
damp the transmission characteristic. The relative transmission char-
acteristic of the stage can be held very nearly fixed over a wide range

CR1

T
I
gL

H
-20V

CONTROL CURRENT

Fig. 43- A variolosser stage.
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of loss, if the variolosser diode is located at a constant resistance point.
This is achieved if

R1 = R2 = -1-;c

where C is the parasitic collector capacitance and L is the parasitic
inductance contributed by the transformer, the wiring, and the follow-
ing transistor. The maximum flat design is obtained when

+ R2 = 1 -
fi,

where fp is the peak frequency of the interstage and fc is the center of
the band. The variolossers therefore, contribute a small negative trans-
mission slope that is overcome by slightly peaking the other IF stages.
Fig. 44 shows transmission characteristics of a typical IF amplifier for
a normal input and for an input corresponding to a 35-db fade.

The location of variolossers in the circuit is critical. They are pref-
erably used at low-level points to minimize AM -to -PM conversion in
the receiver but if located too near the input of the receiver, the signal
power level at the stage following the variolosser could be lower than
the signal power level at the input for normal operating conditions.
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Under these conditions the later stages could contribute significantly
to the noise figure of the receiver.

The variolosser line-up in the receiver is shown in Fig. 45 (a). Since
the AGC circuit holds P.ut to a fixed value, and the maximum gain is
known, the loss L of each variolosser is fixed for a given value of input
power. Fig. 45 (b) shows a measurement of noise figure of a TL -2 re-
ceiver versus input power.

The complete IF amplifier (apart from the preamplifier) includes
12 stages ahead of the banclpass filter and 7 stages following the fil-
ter. The nominal maximum IF gain is 92 db, but some 19 db of padding
is provided nominally as shown in Fig. 45 (a) to insure good impedance
terminations for the filter and equalizer. The exact value of padding
is adjusted as part of the manufacturing testing routine. A minor ad-
justment of the delay equalizer is also made after the other adjust-
ments of the IF and baseband unit are completed.

An IF output is available from the receiver at the IF monitor jack
as shown in Fig. 32 to permit an IF connection at 70 me to other mi-
crowave systems. The power output at this point is 0 dbm.

Na L N L N L N>> > > PAD

MODULATOR
PRE-

AMPLIFIER

Ga

BANDPASS FILTER
AND DELAY

PAD

Na =MODULATOR -PREAMPLIFIER= MODULATOR -PREAMPLIFIER NOISE
FIGURE = 10.5 DB AGC

G=GAIN OF AMPLIFIER BLOCKS =16.5DB
N= NOISE FIGURE OF AMPLIFIER BLOCKS =10DB

Ga = GAIN PRECEDING FIRST VARIOLOSSER
L = INSERTION LOSS OF VARIOLOSSERS

12

cr
w
apLLU it

w w
cn 0
OZZ-

10

(a)

I I 1

-70 -60 -50 -40 -30
RF INPUT IN DBM

(b)

POUT

LIM

Fig. 45 - Thermal noise performance; (a) gain allocation in the receiver, (b)
receiver noise figure vs RF input.
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7.5 AGC Circuit, Squelch Operation and Diversity Drive

The elements of the AGC circuit are shown in Fig. 46. The output
from the final IF stage is divided among three loads; the limiter
(+11.5 dbm), the IF output (0 dbm), and the AGC detector.

The AGC rectifier, CR1 , is followed by a three -stage de amplifier.
Since the variolossers are shunted across the transmission path, a high
loss corresponds to a high -control current. When the IF output power
increases, additional de currents flow in the amplifier in the directions
shown in Fig. 46. The gain of the circuit is such that when the feed-
back loop is open, a change in the IF power of 0.1 db is sufficient to
swing the de amplifier over its entire operating range. The LIM IN
potentiometer is used to adjust the operating range of the AGC am-
plifier, hence the desired IF output power.

When the input to the receiver is reduced, the collector current of
Q3 decreases and the voltage at the base of Q4 decreases linearly with
input power in db. At the end of the regulating range when the current
through the variolosser diodes is zero, the voltage at the base of Q4
is -6 volts. A slight further reduction in IF power will result in zero
collector current for Q3 with the Q4 base voltage going to zero. Typi-
cal operating characteristics of the circuit are shown in Fig. 47. The
abrupt change in the squelch voltage from -6 to 0 results in a
positive trigger for the squelch circuit. The IF power to the limiter is
held essentially constant up to the end of the regulating range beyond
which the output decreases db for db with the input. In this circuit, the
squelch point is determined by the available IF gain. There are no
adjustments in the control circuit to set the point at which the receiver
squelches. The total IF gain of the IF and baseband unit is, therefore,
adjusted at the time of manufacture.

The above description is simplified in that noise was not considered.
Practically, as the gain of the receiver is increased, the noise will also
increase and the AGC circuit operates to hold the output of signal
plus noise constant. In a practical case then, the operating character-
istic conforms to the carrier plus noise curve. It is apparent that if the
maximum gain of the receiver is too high, the resulting high noise will
prevent receiver squelch. For this reason, the gain of the preamplifier
is restricted. Any IF and baseband unit can work with any modulator -
preamplifier.

In the receivers for the TM -1 and TL -2 systems, the maximum gain
from the input of the RF band filter to the monitor jack, shown in Fig.
32, is about 80 db. This allows approximately 35-db fade margin for a
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Fig. 47 - Operation of the automatic gain control and squelch circuits vs RF
input power.

normal input of -45 dbm, and provides approximately 6-db margin
against squelch malfunction clue to excessive noise.

It is important that the receiver be squelched when the input signal
drops below a given power. Unbalances in the discriminator character-
istic can result in the AFC circuit being biased off when the receiver
goes to full noise. Under these conditions, there is a danger that the
circuit will not restore when the RF signal becomes normal again. Full
noise in a radio channel could also cause interference in other facilities
since groups of voice circuits from the radio facility in question are
frequently combined with other groups of voice circuits transmitted by
other radio or cable facilities.

The squelch relay has two transfers. One circuit is used to open the
AFC loop when the receiver goes to full noise, while the other transfer
is used to place a short circuit across the output of the receiver base -
band amplifier under these conditions.

The linear portion of the squelch voltage characteristic shown in
Fig. 47 between 6 and 7 volts provides information regarding RF in-
put power. It serves as the control characteristic for the diversity
switch. The circuit has been designed so that the slope of the control
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characteristic is essentially the same in all receivers and is nearly in-
dependent of temperature. The temperature correction is provided by
the temperature sensitive resistor following the emitter of Q4 (Fig.
46).

The operation of the bistable diversity switch is not affected by
temperature -sensitive control circuits so long as the control character-
istics of the two receivers are alike. For the revertive switch, however,
where the control voltage is compared with a fixed voltage, the control
voltage must be independent of temperature.

7.6 Discriminator and Receiver Baseband Amplifier

The receiver baseband amplifier for the TL -2 and TM -1 systems is
designed to provide television and telephone service. This required ex-
tending the low frequency cut-off to below one cycle and, in the case of
the receiver amplifier, providing adequate linearity so that the ampli-
fier contributes negligible intermodulation noise, differential phase and
differential gain.

The receiver baseband amplifier, shown in Fig. 48, consists of two
feedback amplifiers in tandem. The input amplifier is a three -stage
amplifier with a loop feedback connection between the emitters of the
first and third stages. A minimum feedback of 20 db is maintained at
4 mc, with feedback increasing to about 30 db at low frequencies. The
input coupling circuit was designed for minimum loss between the dis-
criminator and the amplifier which is also the condition for minimum
thermal noise.

The receiver gain control is located between the two baseband am-
plifiers and has a range of 6 db. The output amplifier is a two -stage
feedback amplifier with the second stage employing two transistors in
a compound connection. Its output capability exceeds +10 dbm. For a
4 -me deviation of the RF signal, the normal sine wave output is +6.5
dbm. The inductor in the output collector insures that virtually all the
signal current flows into the load and the feedback circuit includes
compensation for the low -frequency transmission characteristic caused
by the inductor. The feedback trimmer capacitor is adjusted at the
time of manufacture to set the transmission characteristic of the over-
all video amplifier.

7.7 Receiver AFC

Except for time constants, the receiver AFC circuits are essentially
the same as for the TL -1 design." A system having a transmission
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characteristic that extends to the order of 1 cycle per second requires
a slowacting AFC circuit. The cut-offs in the AFC feedback charac-
teristic must be well separated in frequency to avoid gain enhancement
and the lowest frequency cut-off must be well below the band of inter-
est to avoid erasing signal information. The first two cut-off fre-
quencies in the AFC circuit for the TM -1 and TL -2 receivers occur at
0.03 cycle per second and about 0.5 cycle per second.

7.8 Revertive Diversity Switch

Two forms of diversity switches may be employed with the TM -1/
TL -2 combination. The simple bistable switch furnished with the
TL -1 system has previously been described in detail.2 In the bistable
switch, the AGC signals of the diversity pair are compared; the differ-
ence signal is fed to a Schmitt trigger circuit which activates the
switch when the input of the working receiver drops below the input
to the standby receiver by a predetermined amount. If the nominal
received RF power for one system is appreciably stronger than the
nominal received power for the other system, it is desirable to have the
switch revert to the system having the stronger received signal. This
is accomplished in the revertive switch by using switching logic which
orders that transmission be via the preferred channel unless and until
its incoming radio signal power drops below a predetermined absolute
value. At this predetermined level, the logic block is removed and the
switch functions in the bistable manner, causing a switch if the received
power of the preferred channel compares unfavorably with the incoming
received power of the other system. The block schematic of Fig. 49
illustrates how the revertive comparator may be associated with either
receiver, or not used at all for bistable operation. It is recommended
that the switch be set up on a revertive basis only if the normal incom-
ing level of the two systems is appreciably different (say 5-6 db), or
if the performance of one of the two systems is appreciably superior to
the other.

The operation of the revertive switch may be illustrated by means
of Fig. 50. If a point whose coordinates are given by the received
power of channel A (preferred) and channel B (protection) falls in the
shaded area, the switch will select channel A. If that point falls in the
crosshatched area, it will switch to channel B. If the point falls in the
clear area, the switch will not operate - it will hold whatever position
it has. The width of both corridors in Fig. 50 are adjustable.

The bistable switch operates similarly except that the bistable cor-
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ridor is extended as indicated by the broken lines and all the area be-
low the corridor is assigned to channel B.

7.9 Other Features

Order wire and alarm arrangements, and all other circuits not men-
tioned specifically above, are very similar to the designs for the TL
receiver. The reader is referred to the earlier article for details.2"

VIII. POWER SYSTEM*

8.1 General

Power to the TM-1/TL-2 system is maintained during commercial
ac power outages through the use of batteries which are an integral
part of the power plant. The batteries are charged to float voltage and
act as a filter for the output of the ac rectifier unit when ac power is
present. Continuous power is provided to the radio bays since the bat-
teries are always in the circuit and no transfer of power source is re-
quired when ac fails.

The block diagram of Fig. 51 shows the power design for TM -1/
TL -2 radio. The battery charger, fed from 117 -volt commercial ac
power, supplies the stabilized dc voltage to float -charge 6 -volt bat-
teries in series -parallel combinations whose number depends upon the
desired reserve capacity. Power for the transistor circuits of each RF
panel is supplied through a voltage regulator, while a second regulator
powers a dc -to -dc converter and related circuits to provide the re-
quired klystron voltages. Provision is also made to power the traveling -
wave tubes in those stations where TM -Al amplifiers are employed.
Each TM -1 or TL -2 RF panel (typically one transmitter and one
receiver) requires up to about 8 amperes maximum, hence the 48 -
ampere charger can service 6 RF panels. An allowance of 8 amperes
should also be made for a TM -A1 power amplifier. A 16 -ampere
charger is available for small installations.

The batteries are housed in a separate cabinet with the large charger,
or on shelves on the radio bay where the small charger is used. There is
often a preference for connecting fewer than the maximum number of
RF panels to a charger and battery unit in order to increase the re-
serve capacity.

The -24 -volt office battery may be used to power the radio equipment
in central office installations.

* This section was prepared by Mr. P. W. Ussery.
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0

-20V

0

20O V

0_400V

-I0.5V

0
CATHODE

oHELIX

O

o
ANODE

O

o
H EATER

A simplified schematic of the 48 -ampere charger is shown in Fig. 52.
The ferroresonant transformer in the battery charger regulates the ac
voltage applied to the rectifier of the battery charger. Silicon diodes in
a full -wave bridge arrangement give a de output which is applied to
the batteries for floating or charging.

The batteries are high specific gravity, lead -acid types connected in
series, and float at 27.6 volts. They were chosen to provide maximum
reserve at minimum cost for severe environments involving wide tem-
perature swings from -20°F to +120°F. Most of the time the bat-
teries are being float -charged and this condition contributes to very low
battery maintenance. The high specific gravity aids both in protecting
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the batteries and increasing their hours of reserve at low temperatures.
At -40°F they do not freeze, even if fully discharged.

The battery chargers incorporate a battery voltage alarm to operate
an alarm lamp on the front panel of the charger when the battery
voltage falls outside the normal limits and to send an alarm to the
central office when the battery voltage is below normal. The power
cabinet containing the 48 -ampere charger is shown in Fig. 53.

8.3 Power for the Radio Equipment

The radio equipment requires -20 volts for the transistor circuits,
-400 volts for the klystron cathode, 10.5 volts as a klystron heater sup-
ply voltage, and a voltage that can be varied between -400 volts and
-600 volts for the klystron repeller. The latter requirement is satisfied
by a -200 -volt supply that is connected in series with the -400 -volt
supply. An 1800 -cycle square wave is used to operate the magnetic am-
plifier in the receiver AFC circuit. The klystron voltages must be very
precisely regulated in order to achieve the required stability of the aver-
age transmitted frequency. Also, the noise on the output voltages of
the power supply must be very low to obtain the signal-to-noise ratio
required to meet the message and television transmission limits for
the system. These factors contribute to very demanding requirements
on the stability of the power supply.

Voltage stability requirements were derived based on an allocation
of permissible frequency errors and the known sensitivities of the
457A and 459A klystrons. The stability requirements are given below:

Voltage TL -2 TM -1 Currents for 2 Tubes

-400V ±0.45% ±0.10% 100 ma
-200V ±0.45% ±0.05% 10 ma
10.5V ±0.75% ±0.75% 1800 ma

These objectives should be met over a three months maintenance in-
terval that may include temperature changes up to 100°F and ac line
voltage changes from 105 to 129 volts. In order to meet the more strin-
gent TM -1 requirements, several refinements of the initial TL -2 de-
sign were required. Regulators were added to both the -200 -volt and
-400 -volt supplies and these regulating circuits are located in tempera-
ture -controlled ovens.

The other power supply requirements, common to the two systems,
are as follows:

Voltage Stability Currents

-20V ±1% 1.1 amp (max)
43V ac(1800 cps) ±0.45% 10 ma

27.6V battery 750 ma (max)
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Fig. 53- Cabinet containing 48 -ampere charger and batteries.

67

Circuit -wise, the power supply is divided conveniently into three
parts: a -20 -volt regulator, an inverter operating at about 1800 cycles,
and a rectifier to supply the klystron voltages. The same regulator
and inverter are used for both TL -2 and TM -1. Fig. 54 gives a simpli-
fied schematic of the TM -1 power supply. TL -2 is substantially the
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same except that the regulators shown in the -400-volt and -200 -volt
supplies are not present.

The -20 -volt supply for the solid-state IF and baseband circuitry
is obtained through a series transistor regulator which is controlled by
an error -voltage amplifier. The reference voltage is obtained from a
temperature -compensated voltage reference diode.

The dc -to -ac inverter consists of two transistors and a saturable
transformer switching at a frequency of 1800 cps. The square wave
output is stepped up in a power transformer and rectified to provide
the klystron voltages. The klystron cathode voltage is -400 volts with
respect to the cavity resonator which is grounded. Since the repeller
operates between 100 and 200 volts more negative than the cathode, its
voltage is obtained by connecting the output of another rectifier in
series with the -400 -volt supply. Other windings on the power trans-
former provide a 43 -volt center -tapped square wave voltage for the
receiver AFC magnetic amplifier. Another winding is used for the 10.5 -
volt dc klystron heater supply which is fed to ballast resistors in series
with the heater of each klystron which drop the voltage to 6.3 volts.
The heater supply is operated essentially on a constant power basis to
gain longer life and greater frequency stability from the klystron. The
output of the -400 -volt rectifier is also used to control the regulator
preceding the inverter. This provides regulation for the -200, 10.5,
and the square wave voltages since these will all track the -400 -volt
output. In the TM -1, the -400 and -200 -volt supplies are regulated
independently as shown.

Photographs of the TM -1 and TL -2 power supply units are given
in Fig. 55.

8.4 Power for the TM -Al Amplifier

An electronically regulated power supply is used for the TM -A1
amplifier to obtain the required voltages for the traveling -wave tube.
It also draws its input power from the battery -charger combination
described above.

Fig. 56 gives a block schematic of the supply. The inverter delivers
a 48 -volt, 2000 -cycle square wave to four separate circuits from which
are derived the anode, the helix, the cathode, and the heater potentials.
The anode and the helix voltages are jointly regulated with respect to
the cathode, and the heater is regulated separately.

The helix supply is regulated to i percent of the nominal helix
to cathode voltage. A sample of the helix -to -cathode output voltage is
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Fig. 56 - TWT power supply, block schematic.
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HEATER
-6.5V
FROM

CATHODE

compared with a reference voltage and the difference voltage (the er-
ror) is amplified by a dc amplifier. The amplified error signal is then
"chopped" and the resulting square wave applied to a rectifier and
applied to the ac series regulator. The isolating transformer in the con-
trol path isolates the regulator from the high helix voltage. The anode
voltage will track the helix voltage as shown in Fig. 56.

A series transistor regulator is used to regulate the heater voltage,
the positive side of which is connected directly to the cathode, nomi-
nally held at -1200 volts.

The power supply includes four meters to read collector current,
helix current, anode -to -cathode voltage and heater voltage. Adjust-
ments for cathode and heater voltages are provided; the heater voltage
is set precisely in the factory. The power supply may be seen in the
photograph of Fig. 57. The following table summarizes the perform-
ance of the power supply.
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Fig. 57 - Power supply for traveling -wave tube amplifier.

Anode -cathode

Helix -to -cathode

Cathode

Heater -to -cathode

Nominal Operation
(-27V @ 4.5A)

2500 volts
0-1 ma

2100 volts
-0-4 ma

-1200 volts
30 ma

-6.5 volts
0.8 to 0.95 ampere

IX. EQUIPMENT DESIGN FEATURES

Regulation (-21.5V to -29V)

+45 volts

+12 volts

-900 to -1300 volts

+0.13 volts

9.1 Radio Equipment

Fig. 58 illustrates a typical TM-1/TL-2 single channel bay intended
for installations with very limited or no growth potential. The 7 -foot
high by 23 -inch wide bay houses a single TM -1 or TL -2 RF panel
(transmitter -receiver plus plug-in power units), four 6 -volt high spe-
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Fig. 58 - Single channel transmitter -receiver bay complete with batteries and
charger.
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cific gravity lead -acid batteries, and the charging rectifier. Space is
provided for an order wire alarm panel in one bay or a diversity switch
panel in the associated bay of a diversity system. Such a bay may
serve as a radio terminal for a two-way single channel non -diversity
system. Two bays would be required at a two-way, single channel non -
diversity repeater station.

For applications where there is an appreciabl_e growth potential, the
TM-1/TL-2 equipment may be obtained with one, two, or three RF
panels in a 7 -foot by 23 -inch bay. Fig. 59 illustrates such a bay with
three RF panels plus their associated order wire or diversity switch
panels. The bay can be ordered fully equipped with three RF panels
or partially equipped with one or two RF panels and the remaining
units added in the field as the need develops for additional circuits.
The batteries and their associated charging rectifier in such an appli-
cation are housed in a separate 30 -inch by 16 -inch by 7 -foot high
power cabinet as shown in Fig. 53.

A 9 -foot by 23 -inch bay arrangement housing as many as four
broadband channels is also available for central office, TD -2, or TH
radio rooms. The 24 -volt battery power for these 7- or 9 -foot high bays
may also be obtained from central office 24 -volt battery plants when
available.

Greater flexibility has been realized in the TM-1/TL-2 equipment
arrangements which facilitate their application for network, educa-
tional or industrial television system. Since ETV needs may frequently
call for groups of six channels, a 7 -foot bay may be readily equipped
with 6 transmitters as a transmitting video terminal, or 6 receivers as a
receiving video terminal. The 4 -inch by 23 -inch space normally allo-
cated on message systems to the order wire alarm or diversity switch
panels may be used in television systems for video repeater or video
terminal amplifiers and equalizers depending upon the needs of a par-
ticular application.

The frontal dimensions of a typical TM -1 or TL -2 transmitter -
receiver panel, as shown on Fig. 58 or 59, are 23 -inches wide by 21 -
inches in height, inclusive of the power supply. The TM -1 and TL -2
transmitter -receiver panels are essentially identical in appearance.
Equipment arrangements for the two systems are similar so as to facil-
itate their ordering, installation, and operation in 6- and 11-gigacycle
crossband diversity applications. Common piece parts and common cir-
cuitry and equipment units are used whenever possible for the two
systems to reduce costs and ease field maintenance problems.

Fig. 60 illustrates a 7 -foot bay housing two RF panels with their
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Fig. 59 A 7 -foot bay equipped with three transmitter -receiver units, power
supplies, and diversity switches.
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Fig. 60 -A 7 -foot bay equipped with two transmitter -receiver units and their
associated TM -Al amplifiers.
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associated TM -Al amplifiers. The plug-in traveling -wave tube ampli-
fier power supply is mounted on the TM -Al amplifier panel and fur-
nishes all required voltages for the amplifier. The power supply oper-
ates from the same battery source as the TM -1 transmitter -receiver.

9.2 Equipment Shelters

One of the earlier concepts of short -haul, light -route microwave radio
relay systems2 eliminated the need for a building or shelter to house
the equipment and substituted a relatively small and less expensive
weatherproof cabinet. The type of equipment cabinet developed for
TL -1 was continued for TL -2 and TM -1, but the smaller TM-1/TL-2
package permitted the design of the equipment cabinet illustrated in
Fig. 61 which houses twice as many RF panels as the earlier cabinet.
This thermally insulated cabinet houses either a TL -2 and a TM -1

Fig. 61- Equipment cabinet for two transmitter -receiver panels plus batteries
and charger.
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RF panel, or two TL -2 or two TM -1 panels with their associated
power supplies, batteries, and order wire and alarm, diversity switch,
or video panels. The cabinet is 57 -inches wide by 761-inches high by
21 -inches deep. Only one cabinet is now required for a diversity termi-
nal or at a repeater point for a non -diversity system. Two cabinets are
required at a diversity two-way repeater station. However, the use of
cabinets is limited to single broadband channel message systems with
no growth potential beyond the initial 600 -message circuit capacity or
for video service limited to two two-way or four one-way channels.
While these solid-state TL -2 and TM -1 systems have demonstrated
excellent reliability, and are designed to facilitate maintenance with
the quick replacement of plug-in units, the above growth limitations
and the problems of the maintenance personnel during possible diffi-
cult winter operating conditions has limited the use of such cabinets.

Like TL -1 radio, TL -2 and TM -1 radio systems make use of the
equipment shelter illustrated in Fig. 62. This shelter not only provides
greater protection in inclement weather to the equipment and the
maintenance personnel, but it also removes the growth limitations.
All of the radio, carrier line interconnecting equipment, and power
equipment, less batteries, can be installed in a shelter at the factory.
The installation includes the ac, dc, and transmission cabling within
the shelter, as well as all the interconnecting waveguide which is
brought out to hatches in the side wall of the shelter. The complete-
ness of the installation permits the shelter to be system tested with
experienced personnel before shipment from the factory, thus mini-
mizing job engineering and installation time, effort, and expense at the
repeater station sites. The majority of the few items needed to com-
plete the installation in the field are shipped properly crated and se-
cured to the floor within the shelter. The batteries are shipped sepa-
rately.

The TM-1/TL-2 shelter is standardized at present in a thermally
insulated truck body type of aluminum structure having an outside
width of 7 feet, a height of 8 feet, and a length of either 71/2 feet, 12
feet, or 16 feet. For special applications where more space is
needed for radio spur or multiplex equipment, shelters up to 24
feet in length have been made available. The 12 -foot standard
shelter, whose floor plan is illustrated in Fig. 63, provides room at a
typical repeater site for two TL -2 bays and two TM -1 bays for a 6/11
gigacycle one -for -one crossband diversity system with an ultimate ca-
pacity of 3 -broadband channels or 1800 -message circuits. Space is pro-
vided for three power cabinets with their self-contained 24 -volt bat-
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Fig. 63 - Floor plan for a TM-1/TL-2 equipment shelter showing growth plan.

teries and chargers. The single 30 -inch by 16 -inch by 84 -inch power
cabinet, provides about 24 hours battery reserve for the four RF panels
illustrated in Fig. 64 in the event of commercial ac power failure.
Space is also provided for a miscellaneous bay for multiplex equip-
ment at stations where message circuits are to be dropped or added.
Windows are omitted for security reasons, but either a ventilating fan
or a 2 or h HP room air conditioner can be installed at one end of the
shelter. The air outlet in the door and the intake port are screened
and provided with dust filters. Interior lighting, ac wiring for test
equipment and a power distribution cabinet are all provided. Fig. 64
shows the ac distribution box at the end of the shelter and its asso-
ciated tower lighting panel underneath the air filter. The approximate
weight of an unequipped 12 -foot shelter is 2000 pounds, the maximum
weight fully equipped for shipment by rail or truck is 4300 pounds; and
the maximum in -place installed weight with batteries is 6900 pounds.

A typical TM-1/TL-2 repeater station employing a 16 -foot shelter
and a periscopic antenna system is shown in Fig. 65. The roof struc-
ture of the shelter supports a ten -foot diameter dual -frequency 6/11
gc paraboloidal dish antenna that illuminates the 12- by 15 -foot plane
reflector. A second 10 -foot dish supported by a triangular pylon il-
luminates the reflector facing the rear. The guyed tower is 120 feet in
height with a triangular base four feet on a side.
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9.3 Maintenance

The maintenance philosophy for the TM-1/TL-2 short -haul systems
is to minimize testing and to use relatively simple test equipment that
will enable the craftsman to locate troubles quickly and eliminate
them by the substitution of spare plug-in units. He is not expected to
make field repairs on any plug-in unit.

A portable meter unit, shown plugged into the top RF panel in Fig.

Fig. 64 - Interior view of an equipment shelter at a repeater station equipped
for a diversity message system (ultimate capacity is 3 diversity systems).
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59, provides the means of making certain maintenance tests and ad-
justments and for monitoring various currents and voltages within the
transmitter -receiver panel. A light, portable, solid-state test sett which
can be carried from station to station provides the test facilities for
maintenance and trouble location at terminal or repeater stations. The
test set provides oscillators for all required baseband and intermediate
frequency testing and a solid-state voltmeter for measuring transmis-
sion levels and baseband response up to 4.5 mc. The test set is 16 -
inches long, 10 -inches wide, and 10 -inches deep and weighs 35 pounds.

While this test equipment is adequate for making all tests and ad-
justments on lightly loaded systems, more specialized and more pre-
cise instruments are available for tests to ensure high performance on
systems carrying 600 message channels or broadcast quality television.

Two fiberglass cases, each limited in weight to about 40 pounds pro-
vide the recommended spare parts and tools that may be required by
a craftsman in the on -site maintenance of a TL-2/TM-1 radio system.
Each of the cases shown in Fig. 66 is 20 by 16 by 10 inches. The spare
parts are protected in transit by encasement in cavities moulded into
the soft polyurethane foam liner. The No. 1 case contains the volt -
ohmmeter, fluorochemical for the boiler, spare TM -1 and TL -2 klys-
trons, a receiver IF/baseband amplifier and those other tools and spares
having a higher probability of use in the routine maintenance of a re-
mote station. The No. 2 case contains TM and TL receiver modulators
and preamplifiers, transmitter baseband amplifiers, and a plug-in di-
versity switch comparator and pilot monitor.

K. THE INITIAL INSTALLATION

io.1 Description of the System and Test Results

The first TM-1/TL-2 crossband diversity system was installed be-
tween Charlottesville and Richmond, Virginia. The layout and de-
scription of the route is given in Fig. 67. The table indicates what
antennas were used, whether direct radiators or periscope systems,
the length of the waveguide runs, and the measured received signal
powers.

Several weeks were devoted to making performance tests of this
system before it was placed in service. Noise loading tests and trans-
mission tests were made on the individual hops as well as on several
combinations of hops in tandem. The single -hop noise loading results
of a nominal length section, the Carter Mountain -Shannon Hill hop,
are given in Fig. 68 (a). The 4 hops (two TL -2 and two TM -1)
were connected in tandem and the results are given in Fig. 68 (b).
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CHARLOTTESVILLE

3.5 MILES
CARTER

MOUNTAIN

CHARLOTTES-
VILLE

ANTENNA
(DIAMETER -FEET) 6

*PERISCOPE (10 X15)

LENGTH 50
WAVEGUIDE

TM -1
-31.5

TL
-2{-29

24.9 MILES

SHANNON HILL

20.8 MILES

OILVILLE

9.8 MILES

RICHMOND

CARTER SHANNON OILVILLE RICHMOND

HR6 10 10* io* to* 10*

75 70 10 20 100 40 90

-35 -42 -44 -39

-43.5 -42.5 -40.5

-31.5 -41.5 -44 -39

-43.5 -41.5 -42

Fig. 67 - Charlottesville -Richmond diversity system.

Also shown are the results for a 10 -hop system that included a
loop from Carter Mountain to Richmond in tandem with a loop
from Carter Mountain to Oilville. The 10 -hop system included
six TL -2 hops and four TM -1 hops, a combination that could oc-
cur easily if a system were equipped with bistable diversity switches.
In all of the noise loading results the test signal was a 60-2540-kc
band of noise and the noise power applied to the transmitter baseband
input corresponding to 0 db in the figures gave 5-mc peak deviation.
The pre -emphasis network, used in some of the tests, had a transmis-
sion characteristic as shown in Fig. 3. The transmission characteristic
of the 10 -hop system is given in Fig. 69 while a thermal noise char-
acteristic of 8 of these hops is given in Fig. 70. (The two Oilville-
Richmond hops were not available for this test.) A de -emphasis net-
work was not used in the noise measurement.

10.2 Some Factors that Influence Performance

The linearity and the delay characteristics of the receivers in the
TM -1 and TL -2 systems are determined mainly by factory adjust-
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Fig. 68-600 circuit noise loading results (slot at 2438 kc).

5 10

ments. These are expected to hold essentially for the life of the equip-
ment. The linearity of the transmitter klystron is adjustable, however.
It has been found that optimum linearity of a reflex klystron obtains
at the repeller voltage for which the deviation sensitivity is minimum
and so the repeller bias may be adjusted to minimize the small signal
FM deviation produced by a small voltage variation.12 The minimum
is very shallow, however.

The repeller voltage may also be adjusted to optimize the noise
loading performance of a hop. This may he done by adjusting for
minimum modulation noise in the 70-kc slot and is the technique
that was employed in these tests.

Echoes in the RF paths can result in substantial performance de-
gradations. The return loss of the parabolic dish antenna and the radio
equipment are such that echoes should be down from the main signal
by 50 db or more. A significantly larger echo will degrade the perform-
ance severely if the two impedance mismatches are separated by suffi-
cient waveguide (75 feet or more).
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This kind of trouble was encountered in the Carter Mountain -
Charlottesville section. Initially, the noise loading result corresponded
to the "Before" curve of Fig. 71. Investigation showed that the sum
of the return losses at Carter Mountain was only 42 db and that the
waveguide was noticeably dented close to the antenna. Replacing
this section of guide improved the return loss by 6 db and the noise
loading characteristic to the "after" curve of Fig. 71.

Another factor, encountered in crossband systems, was insufficient
isolation in dual -frequency d:sh antennas. Energy at 11 gc can couple
into the 6-gc port of the antenna from whence it propagates clown

the 6-gc waveguide, is reflected by the TM -1 radio equipment and
radiates from the antenna as an echo. Since the echo delay will cause
a changing phase across a given channel bandwidth, the resulting phase
distortion produces higher than normal cross modulation. This problem
was solved by adding a low-pass filter in the 6-gc waveguide as close to
the antenna as possible in all such installations.

XL TELEVISION TRANSMISSION

11.1 General

The objectives for television transmission in TM-1/TL-2 included
meeting NTSC color transmission requirements for six hops and edu-
cational television requirements for 10 hops. All input and output

w
a3

C., -2
0

-3

'3 -4

-
u.1

cc 6

-8
0.02 0.04 0.06 0.1 0.2 0 4 0.6 0.8 10 2

FREQUENCY IN MEGACYCLES PER SECOND

Fig. 69 - Transmission characteristic of 10 hops in tandem.
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Fig. 70 - Thermal noise characteristic of eight hops.
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impedances are 75 ohms and the system delivers a 1 volt peak -to -peak
output signal. The plan for television transmission that was adopted
originally is given in Fig. 72 showing arrangements at a transmitting
terminal, at a repeater, and at a receiving terminal.

A pre -emphasis network and an adjustable attenuator to set devia-
tion are included at the transmitting terminal. Fixed attenuators are
used at repeaters, while a receiving terminal includes a de -emphasis
network and a television terminal amplifier. The final amplifier in-
sures a 1 -volt peak -to -peak output, it provides some .f adjustable
equalization, and includes a signal inverter that may be used to ob-
tain the desired signal polarity at the output of the system. The very
low frequency transmission of the system was extended by adding
large capacitors in the shunt legs of attenuators.

Extensive tests were made on the TL -2 installation at the New York
World's Fair involving ten television channels in each direction be -

45
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Fig. 71- Effect of reducing amplitude of echo in waveguide in the TM -1
system between Charlottesville and Carter Mountain.
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tween Manhattan and the Fair. As a result of these tests, a number of
refinements of the basic plan are being introduced into production.

The performance data and the further description of the system
given below, are based on the revised block schematic shown in Fig.
73. All the equalizers, networks, attenuators, and the terminal video
amplifier will be mounted on the video panels as described in Sec-
tion X.

11.2 Low -Frequency Equalization

Even though individual baseband amplifiers in TM-1/TL-2 were
designed to have a low -frequency cut-off under one cycle per second,
the tandem combination of many amplifiers does result in the sys-
tematic addition of many very small deviations. For example, a 10 -
hop TM -1 system includes at least 40 baseband amplifiers since each
receiver baseband amplifier and each transmitter baseband amplifier
includes two feedback amplifiers in tandem.

ATTENUATOR
TV IN
0 PRE -

EMPHASIS

RECEIVER

VIDEO
LOW

FREQUENCY
EQUALIZER

VIDEO
HIGH

FREQUENCY
EQUALIZER

TRANSMITTING TERMINAL

DELAY
EQUALIZER

RECEIVER

DELAY
EQUALIZER

VIDEO
MID -BAND
EQUALIZER

REPEATER

VIDEO LOW
FREQUENCY
EQUALIZER

TRANSMITTER

TRANSMITTER

THRU CIRCUIT

DE- EMPHASIS

TV
TERMINAL
AMPLIFIER

RECEIVING TERMINAL

Fig. 73- Television transmission.
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The very low end of the characteristic is controlled by taking advan-
tage of loss pads at the transmitter and at repeaters. The low -fre-
quency equalizers, shown in Fig. 73 are similar to the compensated
attenuators of Fig. 72 except that provision is made for selecting the
shunt -leg capacitors. The adjustment is made to obtain minimum
slope across a 60 -cycle square wave at the time of installation or as
part of a maintenance routine. Fig. 74 illustrates the performance
that has been measured for a six -hop system.

Equalization is also required to mop -up small systematic effects
between about 500 cycles and 50 kc that would produce some hori-
zontal smearing of the picture. These equalizers, called video mid -
band equalizers, are fixed equalizers and are to be applied at every
third repeater.

11.3 High -Frequency Equalization

Equalization at the upper end of the band is to be provided by a
video high -frequency equalizer located at the transmitting terminal.
It provides a vy- characteristic having a range of about ±4 db at
6 mc. To conserve loss, the high -frequency equalizer and the low -
frequency equalizers for the transmitter terminal will be combined in

I % PER
DIVISION

Fig. 74 - Expanded presentation of a 60 -cycle square wave transmitted over
6 hops.
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a single design. The video terminal amplifier for the Fig. 73 plan will
not have a adjustment.

11.4 Differential Phase and Gain

For television transmission, the transmitter klystrons are adjusted
to minimize differential gain. Not only is the procedure different,
but optimum klystron tuning for television transmission is not the
same as the klystron tuning that minimizes cross -modulation in

message systems.
Differential phase is minimized by a factory adjustment of the IF

equalizer in the IF and baseband unit, and by the use of additional
delay equalizers. These equalizers are selected from a family of
equalizers, at the time a system is installed, based on differential
phase measurements. They are inserted between the output of the pre-
amplifier and input to the IF and baseband unit at some repeater
locations.

Differential phase and gain performance can be improved by the
use of pre -emphasis. Television systems in TM-1/TL-2 are operated
at a peak deviation of 4 mc with 7 db of pre -emphasis such that a high -
frequency sine wave deviates the carrier ±4 mc while a low -frequency
sine wave deviates it ±1.8 inc. The emphasis characteristics are shown
in Fig. 75. While the use of more pre -emphasis would be helpful as
far as differential phase and gain are concerned, it would penalize
low -frequency noise performance.

0
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10 20 40 60 80100 200 400 600 1000 2000
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Fig. 75 - Loss of pre -emphasis and de -emphasis networks for television trans-
mission.
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By adjusting the transmitter klystrons and by the use of auxiliary
delay equalizers, it is possible to obtain differential gain and phase per-
formance of 1 db and 2 degrees for 6 hops with proportionate increases
for 10 hops.

Fig. 76 shows the transmission of two common television test sig-
nals over a 6 -hop TL -2 system at the Fair. The video mid -band
equalizers, designed to be applied on every third hop, were not avail-
able for these tests and this accounts for the window signal tilt that
may be seen. There was no difficulty in meeting thermal noise objec-
tives.
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Telegraph Company and of the Western Electric Company was im-
portant to the success of this undertaking.

APPENDIX

The performance of transmission systems is rated in terms of the
interfering noise power that may be measured in a telephone circuit at
the reference transmission level point - the OTL point. As the tech-
nology has advanced, the methods of measurement have changed with
the result that several units of measurement are found in the literature.
The purpose of this note is to relate these units.

A 3A noise measuring set is currently used in the Bell System. Read-
ings are generally made using C -message weighting and the set is cali-
brated in dbrn or db above reference noise. The 2B noise measuring
set was used prior to the advent of the 3A instrument. Its weighting
curve was dbrn adjusted (adjusted with respect to an earlier value of
reference noise) and generally called dba.

When measurements are made at the 0 TL point, the readings are
frequently given in dba0 or dbrn0. Since the 3A noise set can be used
with flat weighting as well as C -message weighting, it has become com-
mon to state the reading as dbrnc0 when C -message weighting is used.

Noise readings on the 2B and 3A sets may be summarized as follows:
Readings due to Odbm of

Set 1000 Cycles 0-3kc While Noise

2B 85 dba 82 dba
3A 90 dbrn 88 dbrn

The international standard weighting characteristic is the CCIF
psophometric curve. It is similar to the FIA weighting curve, but a
reference frequency of 800 cycles rather than 1000 cycles is used. A
300 - 3400 -cycle band of uniform noise is attenuated 2.5 db by the
CCIF weighting network. In CCIF terms, a picowatt (pw) is -90
dbm, and a psophometrically weighted picowatt (pwp) is -87.5 dbm
for a band of flat noise (300 - 3400 cycles). Hence

0 dba = 3.55 pwp

and
0 dbrnc = 0.89 pwp.
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Light Transmission in a Multiple
Dielectric (Gaseous and

Solid) Guide

By E. A. J. MARCATILI
(Manuscript received August 26, 1965)

A low -loss transmission medium for optical frequencies consisting of a
thin -wall dielectric tube that separates an internal high -density gas from
an external low -density gas is proposed. Approximate transmission charac-
teristics of the coaxial structure are derived via the analysis of a two-dimen-
sional model.

The multiple dielectric guide behaves similarly to a dielectric waveguide,
and the fundamental mode attenuation due to losses in the solid tube is
calculated to be small even at the worst possible choice of the tube wall
thickness.

A ssuming (i) an internal diameter of 5X 10-4 m,- (ii) wall thickness of
10-5 m, (iii) loss in the solid dielectric of 1 neper/m, and (iv) internal and
external gases, CO2 and air, respectively, both at 20 atmospheres, the the-
oretical attenuation for the fundamental mode is of the order of 0.05 db/km
and the attenuation of each mode is roughly four times smaller than that
of the next higher one.

1. INTRODUCTION

Hollow metallic and dielectric waveguides for long distance optical
transmission were suggested by the author and R. A. Schmeltzer.1 An
alternative, proposed by S. E. Miller, is the coaxial structure shown in
Fig. 1. The internal medium r 5_ a, as well as the external one, r > b,
are gases of refractive indexes n1 and n3 such that n1 > n3 . Both gases
are kept apart by a dielectric tube of thickness c = b - a and refractive
index n2 .

Since n1 and n2 are both bigger than n3 , the structure will guide
modes similarly to a dielectric waveguide, but it is of interest to find
out if there are modes with most of their power traveling within the
internal gas and not in the dielectric tube. If these modes exist, they

97
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n3
DIELECTRIC

TUBE

2b

Fig. 1- Multiple dielectric guide. (n. - ni)/(n2 - ny)<< 1.

will have relatively low losses originating from Rayleigh scattering,
from scattering due to geometrical and dielectric imperfections, and
from small absorption in the dielectric tube.

It is shown here that such modes indeed exist, and the losses due to
absorption in the dielectric tube are calculated.

II. SOLUTION OF MAXWELL'S EQUATIONS

Instead of solving the equations for the three-dimensional cylindrical
structure of Fig. 1, we solve them for the two-dimensional model of Fig. 2.
The simplification is justified by the results obtained in Ref. 1; the
propagation constants of modes in a hollow dielectric waveguide of
circular cross section turn out to be comparable to the propagation
constants of modes in the two-dimensional model, independently of the
polarization.

We look for TE modes with electric field only along the y axis and
independent of y. The field components are then, E, , Hz , and H..
The components in the three regions 1, 2, and 3, that will be needed to
match the boundary conditions, are

= cos kix

Hzi =
klsin

kix
taw

Eye = A cos (k2x + co)
(1)

Hz2 =
Ak2

sin (k2x + go)to/
Ey3 = B Cu'

Bk3
Hz3 = e

where A, B, and co are constants to he determined; co is the angular
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Fig. 2 - Two-dimensional version of the multiple dielectric waveguide.
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frequency; u is the magnetic permeability; k, , k2 , and k3 are the propaga-
tion constants along the x axis in the three regions and -y is the propaga-
tion constant along z. The electric field has been chosen symmetric
with respect to the plane of symmetry x = 0, but the results will be
extended later to antisymmetric modes.

For simplicity, we refer the refractive indexes to that of the internal
gas. Therefore,

= 1. (2)

The propagation constants in the three media are related to the
propagation constant in free space k = orTATE by

2 =k2-
k22 k2n22

k32 k2n32

2

-y (3)

From (1) the continuity of tangential components at the discon-
tinuities (HaEpi = Hz2/Ey2 at .r = ±a and Ha/Ey2 = Hz3/E,3 at
x = ±b) yield two equations

k1 tan k,a = k2 tan (k2a + co)

k2 tan (k2b 'p) = ik3
(4)

which, together with those in (3), are enough to calculate the five
unknowns k, , k2 , k3 , 7, and so. In particular, the characteristic equation
which determines 7 is derived from (4) eliminating co between the two
equations:

k1 tan kict =
k

1 + . -k3 tan k2c

- k2 tan k2 C -F i k3

(5)
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Substituting kl , k2 , and k3 by their equivalents (3), we have a transcen-
dental equation in 7. To solve it in closed form we make several assump-
tions:

(i) The propagation constant is close to that of a plane NV:1V(' in

medium (1) Fig. 2. Therefore,

= k (1 -S) (()

and

6 << 1. (7 )

Powers of 6 bigger than one will be neglected.
(ii) Most of the power flows within the internal gas and consequently

the electric field is close to zero in the vicinity of x = ±a. Then from
(1 ), (3), and (6)

kg/ = 1.a 1/26 '..=_`2 (2p + 1) ; (8)

where p is an integer.
Since 6 << 1, it follows from this equation that the free space wave-

length must be much shorter than the internal gas gap. That is,

X
<< 1.

a
(9)

With these assumptions and some algebra, the value of 5 derived from
(5) and substituted in (6) yields the propagation constant

7 k1 - (n)22 2ka

2 1 ±
21 +
" y
kai tan kc Vn22 - 1

2 n22 - 1
1 -I--

Vn22 - I tan kc Vn22 - 1 - i Vn32 - 1 +
2ka

(10)

The integer 2p 1 has been replaced by another integer, q. If q is odd,
the propagation constant (10) is that of a symmetric mode. If q is even,
the propagation constant is that of an antisymmetric mode (electric
field zero in the plane of symmetry x = 0, Fig. 2).



LIGHT TRANSMISSION 101

III. DISCUSSION OF PARTICULAR CASES AND CONCLUSIONS

As expected, if n2 is real and n32 < 1 - (irq/ka)2 * the propagation
constant 7 given in (10) is real, that is, the mode of order q propagates
without loss. Nevertheless, the dielectric sheets separating the gases
have some loss and their refractive index can be rewritten

n2 = n (1 - i a)
kn

where n is the real part of the refractive index and a is the plane wave
attenuation constant in the dielectric. Since the light attenuation in a
low -loss solid dielectric is of the order of 1 db/m,

kn« 1, (12)

and powers of a/kn bigger than one will be neglected.
Now, let us substitute the value n2 given in (11) into equation (10)

and furthermore, let us consider two extreme cases of slab thickness.

3.1 First Case

The dielectric slabs are resonant: each slab contains an integer number
s of half wavelengths. This requires

kc Vn2 - 1 = sr. (13)

Then,

r1 (xqy (1
L vVtj

21/1 - n32 -
. (14)ka 1 - n3- a2n2c2

3.2 Second Case

The slabs are antiresonant, that is, each contains an odd number
2s + 1, of quarter wavelengths, which requires that

kc 1/n2 - 1 = (2s ± 1) (15)

and consequently,

ri (XqY (1 21/1 - n32 - isanc)1
. (16)

L 2 Via/ \ ka 112 - 1

* The reader is reminded that n2. and n3 are refractive indexes normalized to
n,.
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In both cases, the phase constant is very close to

Re 71 Re -y2 -r- k [1 - (XV4a)2], (17)

which coincides with that of TE, modes far from cut-off in oversize
rectangular waveguides.

In general, since n3 ^ 1,

n?- 1 >> 1 n32 1-, a2n2C2.

Therefore, the attenuation constant

(18)

2

I111 -y1 = (X1 a"1± a2n4a a -a'n'-c'(19)
in the first case (resonant slabs) is larger. Small attenuation requires
n3 as large as possible,

X
-a >> 1' (20)

and
anc

2

<< 1. (21)
1 - na

These inequalities indicate that for small losses the internal gap must
be large compared to the wavelength and that the attenuation through
the solid dielectric thickness c must be small compared to the difference
between refractive indices of the two gases.

Since the attenuation constant is proportional to q2, the attenuation
discrimination between the Oh and the q2th mode is (qi/q2)2. Better
discrimination is predicted with modes in hollow metallic optical wave -
guides.'

Let us put in some numbers. For
a = 0.25 10-3 m,

X = 10-6 m,

a = 1 neper/m,
n = 1.5,
c = 10-5 m,

and using CO2 and air for the internal and external gases, respectively,
both at 20 atmospheres, which yield

1 - n32 0.01,

the attenuation in db for the fundamental mode would be

8.686 Im y, = 0.052 db/km.
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In order to get an idea about how critical it is to maintain the wall
thickness uniformity, we calculate the propagation constant of modes
assuming an extreme case in which the external surface of the dielectric
is very rough and scatters. This transmission medium is equivalent to
that of Fig. 2 with dielectric slabs infinitely thick. Then the propagation
constant is derived from (10) making n3 = n2 = n. Thus,

i2
rya= k[1 _ Oigay (1 + kaVn2 - 1 (22)

The ratio between the attenuation constants of the medium with infinite
and finite dielectric slab is

Im rya 1 - n32
Im -yi anc - 1 =595.

The fundamental mode in the guide made with CO2 backed with hard
dielectric is 595 times more lossy than the mode in the guide made
with CO2 and air separated by the hard dielectric.

For comparison, we reproduce some of the results obtained for hollow
metallic and dielectric waveguides in Ref. 1. An aluminum straight
waveguide of 0.25 mm radius operating at X = 1 µ was calculated to
have a TE01 mode loss of 1.8
where the axis of the guide had a radius of curvature of 48 m. Using
glass instead of aluminum, the lowest loss mode Elln was calculated to
be attenuated 118 db/km.

Therefore, from the example in this paper, we conclude that if the
wall thickness can be perfectly controlled, the multiple dielectric wave -
guide should be approximately one order of magnitude less lossy than
the hollow metallic waveguide; at the other extreme, if the wall thickness
cannot be controlled at all, the multiple dielectric waveguide should be
roughly one order of magnitude lossier than the metallic waveguide.

We have only scratched the surface of the problem and the results
are attractive. Many questions though remain unanswered. What
thickness uniformity, and consequently, loss can be achieved in practice,
what is the loss increase due to (i) the presence of supports for the di-
electric tube, (ii) lack of straightness, and (iii) unwanted thermal grad-
ients, etc.

REFERENCES

1. Marcatili, E. A. J. and Schmeltzer, R. A., Hollow Metallic and Dielectric Wave -
guides for Long Distance Optical Transmission and Lasers, B.S.T.J., 43, July,
1964, pp. 1783-1810.





Ray Propagation in Beam-Waveguides
with Redirectors
By E. A. J. MARCATILI

(Manuscript received September 7, 1965)

In a beam-waveguide, wanted and unwanted lens displacements from a
straight line cause the beam propagating in either direction to depart
severely from the guide axis. By including beam redirectors at each lens, it
is shown that it is possible to reduce those displacements by amounts which
depend (i) on the relative position of the lens where the beam deflection is
sampled and of the redirector into which that information is fed, and (ii)
on whether redirectors are sensitive to one or both directions of propaga-
tion.

If transmission takes place in one direction only, it is better to place
each redirector before its deflection sampling point (feed -forward control).
If transmission occurs in both directions, it is advantageous to place each
redirector after its deflection sampling point (feed -back control).

I. INTRODUCTION

Correlated and uncorrelated transverse displacements of the lenses
of a beam-waveguide1,2.3.4,5 cause a propagating light beam to deviate
from the axis of the guide. Since that deviation can grow proportionally
to the number of lenses, the tolerance requirements on the lenses align-
ment become quite severe when the lenses are closelo spaced, as in beam-
waveguides made with gaseous lenses.6.7

In order to relax those tolerances, devices have been proposed that
sense the position of the beam and introduce deflections tending to re-
align the beam with the guide axis.*

In this paper, the steady-state ray trajectories of beams traveling
in opposite directions through a sequence of misaligned lenses are
derived for several possible arrangements of iterated redirectors.

These calculations answer the following questions:
(i) Considering a single beam and assuming that the displacement
* Redirectors of this nature were proposed long ago by R. Kompfner and

L. U. Kibler for beam-waveguides with widely separated lenses.
105
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of the ray from the center of each lens will be used as an error signal
to deflect the beam, where is it more advantageous to introduce each
deflection, immediately ahead of or behind the deflection sampling
point?

(ii) How effective is each method?
(iii) If the displacements of a beam are kept within tolerable limits

because of the use of redirectors, are the displacements of another beam
traveling in the opposite direction also within those tolerable limits?

(iv) For beams traveling in opposite directions, what reduces more
the displacements, redirectors sensitive to one of the beams or to both
of them?

II. ANALYSIS OF THE PROBLEM

Consider a sequence of aberration -free cylindrical lenses (two-dimen-
sional problem) of focal length f and spacing L, Fig. 1, arbitrarily aligned
in the plane of the drawing. The normals at the center point of each
segment connecting the centers of successive lenses determine the
lengths R which characterize the lens positions. Superimposed with
each lens are four variable prisms, though for simplicity we have indi-
cated only those at the nth lens. Lenses and prisms are idealized in the
sense that they introduce phase shift in infinitely small thickness.

In a practical case, it is not necessary to have separate lens and
prisms; they may be one and the same device. For example, a lens
laterally displaced from the axis of the beam-waveguide is equivalent
to a centered lens plus a prism.

Prisms number 1 and 2 are controlled by beam sensors,* Si and S2
which are sensitive only to an east -bound ray. Those prisms deflect
the beam at the nth lens by an angle

-
A

ra+1

L L

which is proportional to the beam displacements r_1 and r.1.1 nor-
malized to the lens spacing L. The constants of proportionality, A and
B, are determined by the amplifiers connecting each sensor with each
prism.

Similarly, wedges 3 and 4 are controlled by sensors Sa and S4 sensitive
only to a west -bound ray. The angular deflections introduced by those
prisms at the nth lens is C(p_.1)/L D(p.+.1)/L.

* By beam sensor I mean any photosensitive device that measures the beam
displacement from the center of the lens.
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The difference equation for the east -bound paraxial ray can be derived
by inspection of Fig. 1,

= rn-1
(rn rn-1) 2L - - rn

L2
Ai' n-1 - Br.+1 - CP.-1 - D + D 

This equation is easy to interpret by noting that the deflection rn+1
at the (n 1) th lens is equal to the sum of several partial deflections.
The first two measure the deflection at the (n + 1)th lens as if the nth
lens, prisms, and curvature of the guide axis did not exist; the third
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term is the deflection introduced by the nth lens; the fourth, fifth, sixth,
and seventh terms are those introduced by the prisms; the last is the
deflection introduced by the lenses misalignment. Cross product terms
do not appear because the ray is considered paraxial.

Rearranging terms in that equation, introducing a similar expression
for the west -bound ray and calling

1 - L/2f = cos 0, (1)

two simultaneous difference equations are obtained

rn-Fi(1 B) - 2r. cos 0 + r.-1(1 + A) + Cpn_i Dpn+i =

L2
Pn--1(1 C) - 2p. cos 0 + P-4-1(1 D) Arn--1 Br,, -f-1 = R.

(2)

that permit the determination of rn and pn
We are not interested in the general solution of (2), but rather in

four particular cases. Before considering them, and to compare results,
we solve first the set of equations (2) assuming no redirectors, A = B =
C = D = 0. Using standard techniques to solve difference equations,'

L2 sin (n -m - 1)6
rn = M cos nO N sin nO

sin 0 7n---0

p = P cos nO Q sin nO - .L2
sin (n -m + 1)0

sin 0 min -F2 Rm-1

M, N, P, and Q are constants of integration determined by the initial
conditions of the east- and west -bound rays. The lenses have been
numbered from 0 to v inclusively. Assuming further that the curvature
of the guide axis 1/Rn has a Fourier component of amplitude 1/R and
period 0, we can neglect the other spectral components' and in (3)
replace the function 1/Rk by (sin k 0)/R, after which, keeping only the
terms proportional to n, we obtain

L2 cos nO
2R sin 0

L2 cos nO
Pn (v - n) 2R sin 0

(3)

(4)

If there are no redirectors, both rays increase their deflections propor-
tionally to the number of lenses. These results, which already have been
found by other people,"'3 will be compared with those obtained when
redirectors are included.
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Now let us consider four particular cases.
First case: only east -bound correction; each beam deflection is fed

to a correcting prism at the next lens following the direction of the ray.
This implies

0 B=C=D=0
and (2) reduce to

L2
r.1.1 - 2r cos 0 + (1 + r _1=

(5)
L2

- 2p, cos 0 + pn-Fi + A rn-1 =

Using standard techniques8 to solve difference equations, the general
solution of (5) is found to be

r = M1(cos 0 + 8)" + N1 (cos 0 - Sr
L2 n -2

"4- 2S X0 Rm_i

Pn = P1 cos nt3 Qi sin nO

L2 ( 1 -2 sin
L2

(n - k 1)0
sin 0 k=n+2 Rk-1

where

(cos 0 +n-m-1- (cos 0 - S)n--nz-1 (6)

(7)

S = V -A - sin2 0;
v + 1 is the total number of lenses numbered from 0 to v, and M1 , N1 ,

Pl , and Qi are constants of integration to be determined by the initial
conditions of the east- and west -bound rays. The east -bound ray, rt. ,

has minimum deflection from the guide axis if

A = -1
(8)

cos 0 = 1 - ---- 0.
2F

The first equation implies that for the east -bound beam, the deflection
introduced by prism number 1 at the (n + 1)th lens must be equal to
minus the deflection of the beam at the (n - 1)th lens; the second equa-
tion indicates that the sequence of lenses must be confocal. In order to see
what is the effect of small departures from conditions (8), we assume

A= -1-5
(9 )

cos 0 = c
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with I 5 I << 1 and f e << 1, and then recalculate the deflections of the
opposite traveling beams by substituting (9) in (6) and (7). Neglecting
terms with powers of 5 and e bigger than one leads to

=L2 ( 1 2e +
R

), R.-3
(10)

pn = Pl cos n B + Qi sin It 0
(11)

1 1 + 6 9 c-L2 E + + ,b sin (n - k 1)0.
Im.n-f-2 114-1 114-3 114-4 itk-5

The east -bound ray displacement, rn , does not grow proportionally
to n as it would if the redirectors were not present (4). The small de-
parture e and 5, from the ideal conditions (8) change only slightly the
minimum possible beam displacement, rn min = L2/Rn-4

Furthermore, assuming as before that the curvature of the guide
axis 1/Rk is Fourier -analyzed and we replace its value in (11) by the
component (sin k 0)/R, the resulting west -bound ray displacement

Pn = P1 cos n + Qi sin n 0 (12)

not only does not grow but besides, is insensitive to a first order, to the
departures S and e from the ideal conditions (8).

The only drawback of this system is that the amplifiers connecting
sensors with prisms must be stable to maintain A -1.

Second case: east- and west -bound correction; the beam deflection at
each lens is fed to a correcting prism at the next lens following the ray.
These conditions require

A=D C=B= O.
The governing equations are obtained by replacing these values in (2)

rn+i - 2rn cos 0 + rn_1 (1 + A) + A p+i = L2/1? (13)

pn_i - 2p,, cos 0 + pn+1 (1 + A) A r_.1 = 1,2/R. (14)

Calculating pn from (13) and substituting in (14) we derive a differ-
ence equation for rn ,

2
2 A 2 cos`'O-+ rn4.1 0 + 2 (1 ±

rn
r.+2 cos

1 A
(15)

2+ A L2- 21 rn-i 0 + = 1[ 1 2 cos 0
cos rn-2 1 + A R- n+. -n_1 Rn
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the solution of which is

r = M2 cos n ± N2 sin n 0 + P2 cos n a ± Q2 sin n a
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(16)
L2 nE-2 sin (n -m - 1)a

(1 A ) sin a m=o Rm+1

M2 N2 P2 , and Q2 are constants of integration that depend on initial
conditions of the east- and west -bound rays, and

_1 1 - L/2f
a = COS 1 + A (17)

The solution for the west -bound ray is similar to (16).
Minimum deflection of the east -bound beam, r , is obtained by select-

ing the amplifiers such that

A i >> 1- (18)

The deflection, r , deduced from (16) and (18) is then

r M2 cos n 0 + N 2 sin n 0 + P2 COS n, a ± Q2 sin n a

L2 n -2 sin (n -m - 1)a
A E±
A m=o R.+1

If the curvature of the guide axis, 1/R. , is replaced by the Fourier
component (sin m a)/R, the deflection r for n >> 1 is

nL2r -274.71 cos na. (20)

Therefore, deflections are A times smaller than in the absence of re -
directors (4), but much larger than in the previous case of redirectors
sensitive only to one direction of propagation (10), (12).

Third case: only east -bound correction; each beam deflection is fed
back into a correcting prism at the preceding lens. This means

(19)

A = C = D = 0, B 0 (21)

and (2) reduce to

(1 + B) r±i - 2i. cos 0 + = L2/R

Pn+i - 2p cos 0 + rin-1 B = V/Rn .

Their solutions are

(22)
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313 sin n + N3 cos n n -2 s (n -m - 1)[3
+ B)02 sin /3 m=0 R,44( B)-,/2

p = P3 sin n 0 + Q3 cos n 0 (23)

L2 V, 1 BIA1 sin (n - k 1) 0
sin 0 le= n +2 Rk-i

where, similarly to the previous cases, v 1 is the total number of
lenses, M3 , N3 P3 and Q3 are integration constants and

1 - L/2f
+ B.

East- and west -bound rays have small deflections if one chooses the
proportionality constant of the amplifier

B >> 1 (25)

and also lenses far from plane or concentric

o (26)2 

Under these conditions, deflections (23) become

M3 sin n + N3 cos n L2r ±
B"12 n, B

(27)
L2 NY-, sin (n - k 1) 0p P3 sin n ± Q3 COS 7/ 0

B sin 0 1-11c7t-1-2 Rk_1

Assuming perfect beam launching from both ends, M3 = N3 = P3 =
Q3 = 0, and, as in previous cases, replacing 1/Rk by the Fourier compo-
nent (sin k 0)/R, both rays are described by

L2r,, =
BR -1

(p - n)L2 cos n 6Pn = - 2BR sin 0

Deflections in the east -bound ray, r , do not grow and they are B
times smaller than in the first case (10). West -bound ray deflections,
pn , are only B times smaller than those in the absence of redirectors (4).

Fourth case: east- and west -bound correction; the deflection of each
beam is fed into a correcting prism at the preceding lens. To achieve
these conditions we must choose

(24)

(28)

A = D = 0, B = C 0, (29)
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and (2) become

rn+i (1 + B) - 2rn cos 0 + rn_1 B p_.1 =L2/R (30)

pn-Fi - 2pn cos 0 + pn-i (1 B) B rn+i = L2/ R . (31)

A difference equation in r exclusively is obtained by calculating p
from (30) and substituting the result in (31). Thus,

2

rn+2 21 ++ BBr4.1 cos 0 + 2(1 +
1

+2
COS

B
0)r. -2 2 B

rn-1 cos 0

.1 Rn

12 (1 1 2 cos 0
1 B R,

)

Its solution, similar to that of the second case, is

rn = M4 cos n 0 ± N4 sin n 0 + P4 COS n 13 ± 04 sin n

L2

+ (1 + B) sin /3 .-0 Rm+1

M4 N4 P4 and Q4 are the constants of integrations and /3 has been
defined in (24). The west -bound ray is described by an expression
similar to (33).

The beam displacement, r , is minimized by selecting

B I >> 1.

As before, if the curvature of the axis, 1/R., has a Fourier component,
(sin m ft) /R, the deflection, rn , of the east -bound beam grows propor-
tionally to the number of lenses n traversed by the beam. For n >> 1,
and neglecting terms not proportional to n, expression (33) becomes

-nL2/ (2BR) cos n f3. (34)

(32)

Deflections are B times smaller than those in the absence of redirectors
(4).

III. CONCLUSIONS

In a beam waveguide with misaligned lenses, large beam departure
from the guide axis can be drastically reduced by selecting a confocal
sequence of lenses and by using a beam redirector at every lens sensitive
to only one direction of propagation and such that it displaces the beam
at the following lens by a length equal and of opposite sign to the beam
displacement on the preceding lens. Under these conditions, the wave -
guide axis is rectified and, for the beam that sensitizes the redirectors,
the ray displacement at the nth lens is
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L2
7.11 E,

Itn-1

where L equals the separation between lenses and 1/Rn_1 equals the
curvature of the guide axis at the n - lth lens. For the opposite beam,
the displacement at the same lens is

nr nor
pn = P1 cos + Q1 Sill

2 2

where P1 and (21 are constants that define the input of this beam.
These results are not substantially varied if the conditions of con-

focality and deflection per redirector are not fulfilled rigorously (see
(10) and (12)).

The feed -forward control system appears so effective that a guide
with small beam deflections should be obtained by using redirectors not
continuously but only at discrete intervals.

If the redirectors are sensitive to one direction of propagation and each
deflects the beam proportionally to the beam displacement in the follow-
ing lens, the displacements of the beam are small indeed,

r = L2/BR-1

where B >> 1 is the constant of proportionality provided by the feed-
back system. On the other hand, the ray traveling in the opposite direc-
tion behaves only as if the radii of curvature of the guide axis had been
increased B times, (28 ). Therefore, only if the guide must transmit in a
single direction is the feed -back control system more effective than the
previous one.

No improvement is obtained by providing redirectors sensitive to
both directions of propagation or by making the deflections proportional
to the beam displacement at the lens where the redirector is located.

All we have said is applicable to steady-state trajectories, but we
don't know if those trajectories are stable. Without studying any tran-
sient, though, we can conclude that in the first case, where sensitivity
exists for one direction of propagation and each redirector is located
after the sampling point, the trajectories are indeed stable. In effect,
any displacement in the (n - 1)th lens, will produce a change in prism 1,
Fig. 1, but since there is no loop to feed back this change to the sensor
Sl , there is no loop where instability can exist.
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Delta Modulation Quantizing Noise Ana-
lytical and Computer Simulation Results
for Gaussian and Television Input Signals

By J. B. O'NEAL, Jr.

(Manuscript received August 24, 1965)

Quantizing noise in delta modulation systems falls into two categories,
granular noise and slope overload noise. Granular noise exists because the
decoded output signal can assume only a specified number of levels in the
range of interest. Slope overload noise occurs when the slope of the input
signal is greater than the delta modulator is capable of reproducing. When
the S/N ratio is not too small, the noise power from these two sources is
additive.

A formula for the slope overload noise power for Gaussian input signals
is derived. This is used with an earlier result for the granular noise to give
over-all signal -to -quantizing -noise ratios. It is shown by computer simula-
tion that the assumptions employed in deriving these signal -to -quantizing -
noise ratios are valid and that the analytical results provide good estimates
of the true values of these ratios. Computer simulation of the Picturephone*
visual telephone, a low -bandwidth television system, illustrates that the
formulas derived for Gaussian signals apply quite well to video signals.
Estimates are given for the S/N ratios theoretically possible when a 4.5-mc
monochrome television signal is transmitted by delta modulation.

The characteristics of delta modulation quantizing noise may cause it to
be subjectively less annoying than an equivalent amount of additive Gaus-
sian noise.

I. INTRODUCTION

Delta modulation (AM) is one way in which an analog signal may be
converted into pulses suitable for transmission over binary channels.
Since the modulation process may be simpler and cheaper for AM
than for standard pulse code modulation (PCM), there is considerable
interest in determining how the performance of AM relates to that of

* Picturephone is a service mark of the Bell System.
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standard PCM. Digital transmission of an analog signal is one way
to effectively trade bandwidth for noise immunity in the transmission
medium. Indigenous to this trade, however, is the introduction of
quantizing noise in the encoding and decoding processes. Bennett' has
studied this problem for standard PCM. De Jager' and Van de Weg3
have studied quantizing noise for AM, but their results are somewhat
restricted due to the difficulties encountered in analyzing a nonlinear
feedback system such as AM. Zetterberg4 discusses AM through the
discipline of information theory.

This study was initiated primarily to determine what kind of per-
formance could be expected if AM were used for narrow -band television
signals such as Picturephone signals, but more general results are also
presented. The metric used as a figure of merit is the ordinary signal -
to -quantizing -noise ratio S/N. Recently, the concept of delta modula-
tion' has* been subject to a rash of embellishments and modifications,
some of which may improve its ability to transmit television signals
and all of which add equipment complexity. This study, however, is
limited to the simplest type of single -integration AM system with a uni-
form constant step size. Formulas for S/N ratio are found which apply
when the S/N ratio is large, which is the region of greatest interest.
The formulas derived apply to Gaussian signals with arbitrary spectra.
The results are verified by simulating various AM systems on an IBM
7094 digital computer and analyzing their performance with Gaussian
input signals. A practical AM system designed for the transmission of a
Picturephone signal is simulated, and the results illustrate that the
formulas derived for Gaussian signals apply quite well to monochrome
television signals.

II. THEORY

Delta modulation is a simple type of predictive quantizing system.5.0
This means that the value of the signal is predicted at each sample time
and only the difference between the actual signal value and this pre-
dicted value is transmitted. At the receiver, the value of the decoded
signal at every sample time is predicted to be the same as that at the
previous sample time. At each sample time, the transmitted signal is
simply a correction which, when added to the decoded signal at the previ-
ous sample time, gives (to an approximation) the signal at the current
sample time. Systems of this kind are also called differential feedback
PCM systems.

The basic single integration AM system is shown in Fig. 1. The adder
and delay element in the feedback loop around the quantizer simply
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Fig. 1 - Basic binary AM system.

FILTER
y(t)

OUTPUT

form an accumulator. The transfer function of the feedback loop is
D/(1 - D) where D is the unit delay operator e-ar and represents a
delay of one sample interval T. Since

D 1 (1 -D) = D + D2 + D3 ,

the signal being fed back is simply the sum of all previously transmitted
samples. It is also identical to the decoded signal at the receiver and
represents the signal value predicted for the next sample time. The
difference between the input signal and this predicted signal is quantized
and transmitted through a discrete channel. In practice, it is necessary
to insert a leak, or amplifier with gain less than one, in the feedback loop.
Systems with leak are discussed in Section VII.

For the most part we restrict ourselves to 2 -level quantizers whose
outputs can assume only the levels ±k, where k is called the step size.
In this paper, the term delta modulation (ANI ) when used without qualifi-
cations implies a 2 -level quantizer. The extension of our results to multi-
level quantizers is simple and is covered in Section X. Systems with 2 -
level quantizers are of greater practical interest because, in this case, the
equipment required for AM is simple and cheap compared to standard
PCM systems. Since the quantizer levels are ±k, the decoded output
before filtering Y (t) can assume the values ±ik, i = 1, 2, .

We assume that the input signal x (t) has zero mean, unit variance, and
is bandlimited to the frequency band (0,fo). The sampling rate L is
typically many times the bandwidth and, for a 2 -level system, is identical
to the bit rate.

In AM systems there are two types of quantizing noise, granular noise
and overload noise. Granular noise is similar to the quantizing noise of
PCM. It is caused by the fact that the output samples can assume only
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discrete values which in AM are multiples of the step size k. Overload
noise is a result of the fact that the maximum slope a AM system may
reproduce is limited to kfs .

Typical signals in a AlVI system are shown in Fig. 2. Y (t) is the re-
constructed output signal before filtering. The noise is defined as

n(t) = x (t) - y(0, (1)

where x (t) is the input signal and y (1) is the output signal. In the
example illustrated in Fig. 2 the noise n (t) is granular before time to .

At time to the slope of the input x (t) exceeds that which the delta
modulator is capable of transmitting. The period of slope overload in
the case shown is from to to t1 and the noise during this period is

n(t) = x (t) (to) (t - t.)x.'1 t. t ti ,

where xo' = kfa is the maximum slope the delta modulator is capable
of reproducing.

The quantizing noise is not independent of the signal. Fig. 2 illustrates
that granular noise is determined by the instantaneous amplitude of the
input signal and overload noise is determined by the slope of the input
signal. For very large step sizes almost all of the noise is granular. As
the step size is decreased the output signal loses its ability to rise and fall
rapidly and overload noise becomes dominant. As the step size ap-
proaches zero so does the output y (t). Due to the definition in (1) the
noise n(t) approaches the signal x (t) and the S/N ratio, which is 10
log x2/n2, approaches zero db as the output y (t) approaches zero.

O

FILTER INPUT Y (t)
OUTPUT y (t)

INPUT X (t) REGION
OF SLOPE
OVERLOAD

STEP
SIZE k

TRANSMITTED
PULSE TRAIN

+II ill II i 1m
I I 11111 I 1

1 1 1 1

--""1 [ T=1/fs

to
TIME

Fig. 2 - Signals in a AM system.

t,
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Clearly, this definition of the noise and of the S/N ratio must be used
with discretion when the S/N ratio is small.

Any plot of S/N ratio versus step size will show a general tendency
to approach the three asymptotes shown in Fig. 3. In Appendix A,
S. 0. Rice has computed an approximation for slope overload noise
No for Gaussian input signals. This approximation is valid only when
the maximum slope x0' is somewhat larger than the rms value of x' (0.
In a previous paper' Van de Weg has found an approximation for the
granular noise N and his expression for No is used in this paper. If
the overload noise is small it occurs in short bursts. During a burst, the
overload noise is the dominant source of noise. When there is no over-
load burst all noise present is granular noise. The total noise power N
can, therefore, be approximated by the sum of No and No . If we normalize
our results so that the rms value of the input x (1) is unity, then our
approximation for the total noise power is

N = No + NO , (2)
35 / 1)02 f \ -5 .r,2k2

N" = 4 -Or 1).2 .N/bo)
exp

2bo

N
8k2 _1).1 sin 27rn/F. 1- _

7r -'2F R 12 n=11=1 21-n/F8 12

2/2
exp (-7-k2 (1 - a

)1

SHORT BURST
OVERLOAD NOISE

No DOMINANT

ACTUAL S IN
A

A

LIMIT IMPOSED BY
SEVERE OVERLOAD

GRANULAR
NOISE Ng

DOMINANT

#-

STEP SIZE

Fig. 3 - Asymptotes for S/N ratios in AM for f, >> f. .

(3)

(4)
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where
f, = sampling frequency
F8 = f,/f. = sampling frequency as a multiple of the bandwidth f,
do = & (n/f8) where 1,1/ (r) is the autocovariance function of x(t)
k = step size

b. = variance of x' (t)
b2 = variance of x" (t).

Equation (3) is obtained by substituting fiik for x.' in (22) of Appendix
A. Equation (4) is taken from page 382 of Ref. 3. These equations
show that the noise power is a function of the power density spectrum
of the input signal x(t) since b. , b2, and kr) are determined by this
spectrum. Since (2), (3), and (4) apply to an input signal with an rms
value of 1, the rms signal to rms noise ratio in db is S/N = - 10 login N.

III. FLAT BANDLIMITED GAUSSIAN SIGNALS

For flat signals bandlimited to (0,L) the expressions for bo and b2 ,
which are computed from (17) in Appendix A, and igr) are

bo
(271-.02-

3

(2 -f0)4
b2 =

5

sin 27 for
27for ( 5 )

Fig. 4 shows plots of S/N ratio for a flat bandlimited Gaussian input
signal. Points from some simulated delta modulation systems are also
illustrated. Sampling rates of 4, 8, 16, 32, and 64 times the bandwidth
are shown. The S/N ratios are plotted as a function of the quantity
kf,/f. = kF8 which, for any given sampling rate, may be thought of as
the normalized step size. As an example of the use of these curves, we
see that for a sampling rate of 32 times the bandwidth the maximum
S/N ratio is about 29 db and it will occur when the step size is about
12/32. If the rms value of the input signal were not 1 but c then, of
course, the maximum S/N ratio of 29 db would occur when the step
size is 12a/32. To the left of the S/N peaks the noise is primarily over-
load noise N. while to the right of these peaks the noise is primarily
granular noise N, . The optimum value of kF8 maximizes the S/N ratio
by providing the proper balance between N. and N, .
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curves and results of computer simulation. (F. = 10/10 is the ratio of sampling
frequency to bandwidth.)

IV. RC SHAPED GAUSSIAN SIGNALS

If a flat Gaussian signal bandlimited to the frequency range (0,,f0)
is passed through a low-pass RC filter, then the one-sided power spec-
trum of the output is

F ( f) -
27ra

tall(27r fo

a

1
X

(27r f )2 a2
0 < f < .1; ,

where we assume a mean square value of unity and a = 1/RC. The RC
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spectrum given by (6) is relatively flat from f = 0 to a corner frequency
= a/27r at which it rolls off to assume a slope of -6 db/octave up to

the cutoff frequency fo . It is shown in Appendix B that if a is small
enough then we may approximate the autocovariance function ,y(T) by

7
e - ar (cos 2r-ar for

2ir for
+ .

(27- for) -
-2

7r a
415, 2rfo

T

0,
(7)

P( -r) = 4/(r).
The values of bo and b2 for this RC Gaussian signal are found from (17)
to be

2rfoa 2
bo =

-I ( 7rt2 atan a
(2rf)3a - 67rfoa3

b2 = + a 4.

3 tan-1(21°2 )
a

Using the above expressions we can find the S/N resulting when an RC
shaped signal is transmitted through a AM system. Figs. 5 and 6 show
S/N versus kf,/fo = kF8 for a = 0.25 f° and a = 0.068 , respectively.
These values for a were chosen because this causes the signal spectra
to have roughly the same shape as the envelope of a Picturephone signal
(using current standards) and a black and white entertainment TV
signal (FCC standard), respectively. We assume here that the Picture -
phone signal would be bandlimited to 375 kc before encoding. Computer
analysis of a composite video signal with current Picturephone stand-
ards indicates that the Picturephone spectrum has a corner at about

0.25 X 375 kc/27r 15 kc.

In the U.S., standard entertainment black and white TV is approxi-
mately bandlimited to 4.5 me and has a corner at about 0.068 X 4.5
me/27r 49 kc. * These corner frequencies are slightly dependent on
picture material. Although television signals have strong periodic com-
ponents, the frequencies involved are so low that their periodic nature
does not influence the S/N ratio. The spectrum of the quantizing noise,
however, is affected by this periodicity, for, in general, periodic sampling
of periodic signals produces quantizing noise which has periodic corn-

* An unpublished study by W. N. Toy shows that this corner frequency may
lie between 40 and 60 kc depending on picture material.
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ponents. Although Figs. 5 and 6 apply specifically to Gaussian input
signals, they give estimates of the performance of basic AM systems
when used to transmit Picturephone signals and standard TV signals
respectively. Fig. 11 which compares four of the curves in Fig. 5 with
a computer simulation of an actual Picturephone visual telephone sys-
tem using typical picture material shows that these estimates are good
ones.

V. COMPARISON OF PCM AND AM FOR GAUSSIAN INPUTS

In Fig. 7, the S/N ratios for standard PCM and optimum basic AM
systems with Gaussian input signals are compared. Bennett' showed that,
under conditions usually encountered in practical systems, the rms
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value of the quantizing noise for Nyquist rate sampled PCM is E./ V12
where E. is the step size. If n, the number of quantizing digits, is not
too small, then E. is equal to E',/2", where E is the peak -to -peak value
of the incoming signal. Therefore, the rms S/N ratio in db for PCM is

D = 20 log GT°. -02) + 20 log 2",

where a/E, is the ratio of the signal's rms value to its peak value.
If we encode only the values of the signal which lie between - 4o and
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4a and neglect values outside of this range then E, = 8a and the formula
for S/N ratio in db becomes

D -7.3 4- On.

This is called 40- loading. Although 4cr loading is used for comparison
in Fig. 7, this is not optimum loading. For PCM, the loading which gives
the highest value of S/N is dependent on the number of digits, n, used
to encode each sample value. PCM with a fixed amount of loading
(regardless of n) provides a realistic comparison with AM in systems,
such as television, where no amplitude overload is allowed. For other
applications, however, restricting the PCM system to a fixed amount
of loading may not provide a valid comparison between PCM and M.

Although the curve shown in Fig. 7 for PCM is continuous, it is
actually defined only when the bit rate is an even multiple of the band-
width because we have assumed that the sampling rate is always twice
the bandwidth.

VI. COMPUTER SIMULATION WITH GAUSSIAN SIGNALS

The basic AM system of Fig. 1 was simulated on an IBM 7094 digital
computer and the resulting S/N ratios are shown as points on Figs. 4,
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5, and 6. Flat bandlimited signals sampled at the Nyquist rate were
easily simulated by simply using independent random numbers with a
Gaussian distribution and unit variance. For convenience, we assumed
that fa = 1. A flat signal sampled at R times the Nyquist rate is simu-
lated by filtering the random samples with a digital filter whose cutoff
frequency is 1/R. A discussion of sampled data filters is given in Ref. 7.
Digital sharp cutoff filters, like their continuous counterparts, are not
easily realized. The filters used all had the general shape given in Fig. 8.
The filter shown is down 3 db at 0.25 and we call the bandwidth 0.25
for this reason. This filter would be used when simulating AM systems
whose sampling frequency is 8 times the bandwidth (4 times the Nyquist
rate). Other filters used had exactly the same shape when plotted on a
log scale but, of course, had different 3-db points. These low-pass filters
were nonrecursive filters which were simulated by finding a sequence of
numbers which represented the filter's impulse response. Filtering was
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Fig. 8 - Power spectrum of low-pass filter with a bandwidth of f,, or i f .
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accomplished by convolving the samples representing the signal with
this sequence.

The RC shaped signals were simulated by passing the random sam-
ples representing flat noise through a digital simulation of a low-pass
RC network.

VII. SIMULATION OF THE PICTUREPHONE SYSTEM

The basic AM system shown in Fig. 1 is impractical because errors
introduced in the transmission medium will not decay out. To prevent
the accumulation of errors from severely degrading the signal and to
improve the operation of the system even when no errors are present,
it is necessary to place a leak in the feedback loop represented by an
amplifier with gain )3 less than unity. The AM system with leak added
is shown in Fig. 9. This system was simulated on the computer and a
signal similar to the Picturephone signal was encoded and decoded by it.

The input signal used was a television -like signal obtained by scanning
a square slide with a slow -speed flying spot scanner, sampling the out-
put, and encoding the samples into 11 -bit PCM. The PCM samples
were recorded on magnetic tape suitable as an input to the IBM 7094
digital computer.8 The sampling frequency was synchronous with the
line frequency. The slide used to produce the signal was a head and
shoulders view of a girl similar to what might be expected on a Picture -
phone call. In this way, a signal was produced which represented a
Picturephone signal. Current standards for the Picturephone system
produce a 271 -line picture with 2 -to -1 interlace. The frame rate is 30
per second. The horizontal and vertical blanking pulses are 21 and 1000
Asec, respectively. The simulated signal was subjected to filtering so

X (t)
SAMPLE

INPUT

ENCODER DECODER

BINARY
QUANTIZER CHANNEL

Fig. 9 - AM system with leak O.

FILTER
y (t)

OUTPUT
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that it was equivalent to a Picturephone signal which had been passed
through a sharp cutoff filter with a bandwidth of 375 kc. The band-
width then is considered to be 375 kc and sampling at R times the band-
width means sampling at a rate of R X 375 X 103 samples per second.

The power spectrum of the composite signal (video and blanking
pulses) on tape was found by computing the Fourier transform of its
autocovariance function. The envelope of the power spectrum could be
roughly approximated by the spectrum of (4) with an a of about 0.25.
The spectrum, however, had the irregularities typical of a TV signal.

The slope overload produced by AM for smaller step sizes, occurs
primarily during blanking intervals, and is not visible on the picture
tube. For this reason, S/N ratios were found both for the composite
signal and for the video part of the signal. In the region of interest, the
S/N ratios for the video part of the signal are a few db above those for
the composite signal.

Fig. 10 shows S/N ratios obtained from the simulation using the
Picturephone signal on magnetic tape. The scale on the left of Fig. 10
gives rms composite signal to rms noise ratios. The scale on the right
of Fig. 10 gives peak -to -peak composite signal to rms noise ratios
because this is the quantity usually measured in television systems.
The peak composite to rms noise ratios are 11.6
than the rms signal to rms noise ratios because the peak -to -peak value
of the composite signal used is 11.6 db greater than its rms value.
The relationship between three metrics associated with the input are
as follows:

relative value db

peak -to -peak of composite signal 3.79 11.6
rms of composite signal 1 0
rms of video part of signal 0.512 -5.8

For each sampling rate in Fig. 10, there are two curves. In the solid
curves the rim value of the noise in only the video part of the signal is
used. The dotted curves use the rms value of the noise in the whole
composite signal (video plus sync). Using only the noise in the video
part leads to a better metric of picture quality because, as long as sync
is maintained, noise in the sync pulses does not degrade the resulting
television picture.

In Fig. 10 the actual bit rates are shown. For example, a bit rate of 6
megabits means sampling at 16 times the bandwidth since 16 X 375 X
103 = 6 X 106. The S/N ratios of the video signal varied only slightly
with leak factor, 13, as long as /3 was near 1. The values of 9 used were
those which gave the best S/N ratios. These values are shown on Fig. 10
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Fig. 10 - Simulated Picturephone systems. (Scale on the right assumes a signal
whose peak -to -peak value is 11.6 db higher than its rms value.)

and also apply to the points on Fig. 11. It will be shown in a subsequent
paper9 how the optimum value of ,6 is related to the covariance between
adjacent sample values.

For the video, the optimum step sizes yielded peak -to -peak signal
to rms noise ratios of 48.0, 40.8, 32.5, and 23.7 db for sampling rates of
16 fo(6 mb), 8 fo(3 mb), 4 fo(1.5 mb), and 2 fo(0.75 mb), respectively.

Fig. 11 was plotted to show the close agreement of the simulated
Picturephone video results (with leak) to the theoretical results (without
leak) for RC Gaussian signals with the same spectrum envelope as a
Picturephone signal (cy = 0.25 f°). The points in Fig. 11 are the same
as those in Fig. 10 connected by the solid curves. They have been trans-
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lated vertically by 5.8 db because the rms value of the video is 5.8 db
less than the rms value of the composite signal, and they have been
shifted to the right by a factor of 1/0.512 because the normalized step
size is expressed in terms of the rms value of the signal. In previous
figures, the rms value of the signal meant the rms value of the composite
signal which is 1, but in Fig. 11 we are dealing with the rms value of
the video which is 0.512.

In Fig. 12, the peak -to -peak composite signal to rms noise ratios for
the simulation of AM are compared with those for standard PCM sys-
tems. For n -digit standard PCM, the ratio of peak -to -peak signal to
rms noise in db is

D = 20 log -02 + 20 log 2"

cz-', 10.8 + 6n.

In PCM, about 3 db can be gained by assigning only one or two levels
to the sync pulses and using the remaining available levels to encode the
video part of the signal. This has not been taken into consideration
in the above formula or in Fig. 12.
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VIII. ESTIMATES OF S/N RATIOS FOR Am OF ENTERTAINMENT TELEVISION

The curves of Fig. 6 allow us to obtain a rough estimate of the S/N
ratios possible for monochrome entertainment television systems (FCC
standard). For the Picturephone signal used in the simulation, the rms
video was 17.4 db below the peak -to -peak value of the composite signal.
A comparison between Picturephone standards and entertainment tele-
vision standards suggests that this is also a reasonable number for
entertainment television. Moreover, since this number is dependent on
picture material, we can rest comfortably in the knowledge that we can
surely find a picture whose rms video is 17.4 db below its peak -to -peak
value. It should be possible to transmit such a picture with peak -to -peak
composite signal to video rms noise ratios of about 54, 46, 38, and 29 db
at bit rates of 16, 8, 4, and 2 times the bandwidth, respectively. These
ratios were found by adding 17.4 db to the peak values of the curves in
Fig. 6.

IX. INTERPRETATION OF S/N RATIOS FOR TELEVISION SYSTEMS

It is well known that the quality of a television picture cannot be
judged by its S/N ratio alone. In fact, such a judgment may be quite
misleading. The quality of a picture contaminated with additive flat
Gaussian noise may be quite different from that of the same Picture
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contaminated by AM quantizing noise even if the S/N ratios are iden-
tical.

Quantizing noise in standard PCM exhibits itself in television pictures
as contouring. If the number of digits used is high enough, typically 7 or
8 for monochrome entertainment television, then the eye cannot detect
contouring and no degradation due to quantizing noise is noticeable.
In AM, quantizing noise in television signals exhibits itself subjectively
in four ways - as grainy noise, slope overload, contouring, and edge
busyness. The fact that the noise is present in four subjectively different
forms may be a significant advantage for AM. An observer normally
judges the quality of a television picture by the most severe degradation
that he sees rather than by jointly considering several different types
of degradation. AM takes advantage of this. In a subjectively optimum
AM system the step size, sampling rate, and filter characteristics are
chosen to spread the degradation into these four categories to produce
the best subjective picture. In earlier computations, we considered all
noise to be either granular noise N9 or overload noise No . In this section,
WC have further divided granular noise into three different categories

grainy noise, contouring, and edge busyness-because this N9 exhibits
itself as three subjectively distinguishable phenomena. Granular quan-
tizing noise tends to have a rectangular amplitude distribution and is
likely to be less annoying than an equivalent amount of additive noise
with a Gaussian amplitude distribution.

Slope overload noise will appear subjectively like a loss of bandwidth
since the rise time of white to black transitions is increased. The snow
or salt and pepper effect so ubiquitous in TV systems is what we are
calling grainy noise. Contouring occurs since there are only a finite
number of steady levels or flat tones which can be established by a AM
system (if the leak )3 is unity the number of levels is one less than the
peak -to -peak value of the signal divided by the step size). Edge busyness
exhibits itself as a busyness at vertical edges, i.e., vertical white to black
transitions, when the sampling rate and line rate are not synchronized.
Due to the lack of synchronization and the finite time between samples
these transitions do not occur in a straight line on successive lines and
frames.

X. MULTI -LEVEL QUANTIZING

If the quantizer shown in Fig. 1 is not a 2 -level device, then the
formula for No in (3) must be modified. If we define an n -digit uniform
quantizer to be one which quantizes its input into the nearest one of the
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2" levels ±k, ±3k, , ± (2" - 1)k, then overload noise does not
occur until I x (01 becomes greater than (2" - Okf, . To modify No
in (3) then to accommodate a uniform n -level quantizer we simply
replace k by (2" - 1 )k. The expression for N9 does not need to be
modified.

XI. SUMMARY AND CONCLUSIONS

An analytical solution for the S/N ratio as a function of step size and
bit rate is presented for a signal with an arbitrary spectrum and Gaussian
amplitude distribution. The correctness of the solution has been demon-
strated by computer simulation of some delta modulation systems.
Computer simulations with low bandwidth television signals have shown
that the formula is accurate for actual video signals whose amplitude
distribution is not necessarily Gaussian. These analytical results will
allow us to predict what values of S/N ratio may be obtained at various
bit rates for many types of signals.

Some computer simulations demonstrated that properly designed
AM systems can transmit 375-kc Picturephone signals with peak signal
to rms noise ratios as high as 24, 32, 40, and 48 db for bit rates of 2, 4,
8, and 16 times the bandwidth, respectively. Estimates of the S/N
ratios possible for 4.5-mc black and white entertainment television are
about 29, 38, 46, and 54 db for the above bit rates,' respectively. These
S/N ratios are somewhat dependent on picture material. Although S/N
ratios are an important indicator of system performance, final judg-
ments about a system's ability to transmit television pictures must be
based on subjective viewing tests.

The quantizing noise in television AM systems distributes itself into 4
visually distinguishable categories. This suggests that AM quantizing
noise may be subjectively less objectionable than an equivalent amount
of noise introduced by other means.

Any comparison between the relative performance of AM and stand-
ard PCM depends on the characteristics of the signal to be transmitted.
Generally, however, for signals whose spectra decrease with frequency,
AM is superior by the S/N criterion to standard PCM when low quality
reproduction of the signal is allowed. For high -quality systems, standard
PCM gives better results than AM. This is due to the fact that in AM
doubling the bit rate gives only about an 8-db gain in S/N ratio. In
standard PCM, increasing the number of bits per sample by 1 increases
the S/N ratio by 6 db. The relative performance of AM and standard
PCM for two types of signals is illustrated in Figs. 7 and 12.
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APPENDIX A*

Noise Burst, Steep -Slope Approximation to A -Modulation Noise

When the step size is not too large, most of the output noise in a delta
modulation system is produced in bursts. The bursts occur when the
time derivative of the input exceeds the maximum slope permitted by
the system. An approximation for the average value of the power in
this type of noise is given here. It turns out that the analysis is quite
similar to that used to study the distribution of fade lengths in radio
transmission (see (1) of Ref. 10).

The material given here was worked out jointly by Mr. O'Neal and
myself. The concepts and approximations associated with the delta
modulation system are due to him. My part consisted chiefly in supply-
ing the steps suggested by the analogy with the fading problem.

The problem is the following. Let the input voltage be a Gaussian
process x (t) with (one-sided) power spectrum F (f). Let the output of
the system be y (t). Most of the time y(t) will be equal to x(t). During
intervals of this sort, the absolute value of (t) = dx(t)/dt is less than
some given positive quantity x01. The intervals during which y (t) T x(t)
start at the instants I x' (t) I increases through the value xo' . Let t0 denote
the starting time of a particular interval of this type and suppose, for
convenience, that x' (to) is positive so that x' (t0) = xo . Throughout the
interval y (t) is defined to be x (t0) (t - 10)x0', and increases linearly
with time. The interval lasts as long as x (t) exceeds y (t). It ends at
time 11 when x (t) and y (t) again become equal;

x(t1) = = .r(10) ± - t0)x01. (10)

For intervals starting with x: (t0) = - .r' , rI (1) is defined similarly by
y(t) = x(t0) - (t - to)xo' .

The output noise is defined to be

n(t) = x(t) - (I). (11)

* This appendix was written by S. 0. Rice.
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Since n (t) will be zero much of the time, the noise tends to occur in
short bursts. The average noise power is

1 7n2(t) = lim f n2(t) di. (12)

We seek an approximation for n2(t) which holds when xo' is large com-
pared to the rms value of s' (t).

When x: is large, the interval h - to tends to be small and an ex-
pression for its length may be obtained by considering the expansion of
x(t) about to . Here, and in much of the following, we take x' (to) to be
positive:

2x(t) = x(to) (t - to)x: (t -2!t0)x"(to)

(t -
3!

to)3 x' (to) + 
(13)

o = tl t°)2(x"(to) 11 tox,
(to) ) (14)

3x"(to) + (15)

In going from the first equation to the second we have set t = ti and
used the end -of -interval relation (10). When x: is large we can expect
x' (to) to be large and negative while x" (to) remains of order 1. This is
shown in the following paragraph.

To begin with, consider the special case x = sin wt with t near zero.
Then x and its time derivatives are such that x 0, s' RD'w, x" 0,
xi" ert,-1 -2, etc. Our Gaussian x (t) and its derivatives behave in some-
what the same way when x' (t) is large. Let = x' (t), n = x" (t),
x'" (1) denote the first three derivatives at time t of an x (1) chosen at
random from the ensemble of x(O's. It may be shown that their joint
probability density is

[Vb2B
exp

2b0 2b2 2Bb
772 (r + b2b01021

o-1
(16)

(2r)-3/22

where bo and b2 are the respective variances of x' (t) and x" (t), and

b = f (27f r+2F( f) df, n = 0, 2, 4
0

B = bob4 - b22

where F (f) is the power spectrum of x(t). When x' (1) is held fixed at

(17)
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the large value x0', (16) shows that the average value of x'"(t)
is - b2x0i/b0 . If xo' is so large that this average value is large compared
to the standard deviation VW, we are led to approximate x"' (t) in
expression (15) in the interval t1 - to by its average value. Making the
further approximation of neglecting the higher order terms in (15) gives

3box"(to) (18)ti - to
b2so'

for the length of the interval during which x (t) exceeds the output y (t).
The noise energy in the burst corresponding to the interval ti - to is

iti n2(t) dt = [x(t) - y(t)J2 dt
to to

=
ft

[x(t) - x(t0) - (t - 10)x0']2 dt

ti ft' [(t 2110)2 xrt(to) (t
3!)3

xill (to)]
(19)

81 130 V

140 b2.T0') [x" (1°)]7.

In going to the last line, the approximation (18) for t1 - to is used and
x'n (to) is replaced by -b2x:/b0 . It is helpful to make the change of
variable t - to = - 10)z.

Expression (19) gives the noise energy in a burst for which the initial
value of x" (t) is equal to x" (t0). As we go from burst to burst, x" (t0)
will fluctuate but it will always be positive for the type of interval
(x' (t0) = x.' > 0) we are considering. This is because x' (t) is increasing
as it passes upward through the value x0' at time to .

The next step is to find the average noise energy in a burst. When a
member x (t) is picked at random from the ensemble of x (t )'s, the chance
that x' (t) will increase through the value x0' during to , to dt with slope
between x" and x" dx" is x"p (x0' ,x")dx" dt, where

(27)-1 E2

P(E,n) _ / ex!)
-v bob2 2b, 2b2

is the joint probability density of x' (t) and x" (t) (see Section 3.5 of
Ref. 11). When the ensemble of x (t)'s consists of an extremely large
number M of members, the number which have the above behavior is
approximately (M dt)x"p (so' ,x" )dx". The total number M0 which pass
upward through x0' during to, to dt is obtained by integrating from
x" = 0 to x" = co:
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(M dt) (by ( x20

Since the noise energy in a burst is proportional to x"7 we average it
over the Mo members:

ave x"7 = flMox"7(3.1" dt)[x"pxo',x") dx")

= 2b2) 712r (9/2).

Combining this with (19) gives

-V27r- (31 , _31,
ave f n2(t) dt (20)

8
02 -

to

for the average noise energy in a burst.
Our final assumption is that a noise burst occurs every time x' (t)

increases through xo' or decreases through -xo1. The true number of
bursts tends to be less than this because such crossings can occur when
a burst is in progress. From noise theory," the expected number of such
crossings in one second is

2 1 (b24 exp (-x°
F2

2r k) 2b0

Multiplying by the average burst energy (20) then gives

(21)

h 2

n2(t) R-1, 1- ("±
Q

) ("-)
5

exp (-x-2/2 -) (22)4V2r b2 xo' 2b0

which is the approximation sought for the average noise power.
The right-hand side of (22) has the dimension of (volt)2 since the

dimensions of x01, O. , b2 , are volt/sec, (volt/sec)2, (volt/sec2)2, respec-
tively.

APPENDIX B

Computation of 0(T) for a Bandlimited RC Signal

By a bandlimited RC signal we mean a signal which will result if
white noise is passed through a low-pass RC filter and then bandlimited
to the interval (0,f0). The one-sided power spectrum of such a signal
with unit variance is

F( f) =
-1 (27rfAa tan ka

F(f) = 0 f fo 

where a = 1/RC.

2r
X

a-

(2rf)2 + 0 < f < fo
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The autocovariance function of a bandlimited RC signal with unit
variance is

where

= F( f) cos 27rfr df

2

= K a
[fo cos 2r d f

a2- (2,f)2 a2 cos 27rfr

K -
a tan---'(27rfo/a) 

The first integral can be evaluated by contour integration and is found
to be (a/4) exp (-al TI ). If a is small enough then the second integral
can be approximated by

2r

(23)

a2

fo (27 fr a2 cos anir df

Therefore,

4

a2
1

(2r f )2
cos 27r fr d f

ry WITI [cos 27rfo I T
I

.

27r L 271-f. Ti

(2rfo 1I) - 7r

`.3,1

a2 jr I (cos 27rfo ± Si (27rfc, r I)f2r 2ro 17- 1

(24)

where Si is the sine integral function. The above approximation of lit (r)
does not have 4/(0) = 1 which is the necessary requirement of unit
variance. To restore this requirement we divide the above expression by
, (0). Therefore, the autocovariance function for a bandlimited RC

signal with unit variance may be approximated by

e air I -a I (c77.2forflorl IT I S 2 rfo I T I

71" a
2 27rfo

Although the above approximation is convenient for computational
purposes, an exact expression for IP (r) can be found. Instead of approxi-
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mating the second integral on the right-hand side of (23), it can he
integrated exactly giving

a Im [CaT Ei(-ar - i2rfor) - earEi (ar - i2rfor )i,

where E1 is the exponential integral. An alternate way of arriving at the
approximation in (24) is to expand the E1 functions in the above ex-
pression about - anfor and take the limit as a becomes small.
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Phase Principle for Detecting Narrow -

Band Gaussian Signals
By A. J. RAINAL

(Manuscript received October 5, 1965)

This paper describes a phase principle for detecting a weak, narrow -
band Gaussian signal in the presence of receiver noise. The phase princi-
ple leads to a phase detector which performs 2.5 db worse than the time-
honored square -law detector when gain fluctuations are negligible.
However, when gain fluctuations are significant the phase detector can
perform better than the square -law detector. The phase principle can
be implemented by using radio interferometer type receivers or mono -
pulse radar -type receivers.

I. INTRODUCTION

In many branches of science and technology one is often confronted
with the problem of detecting a weak, narrow -band Gaussian signal in
the presence of receiver noise. For example, this problem occurs in the
fields of radio and radar astronomy, radar detection, and radio com-
munication. The classical solution to this problem utilizes the time-
honored square -law detector. The output of the square -law detector is
proportional to the total power applied at its input. One detects the
presence of a Gaussian signal in the presence of receiver noise by moni-
toring the total power. When the total power is relatively high the signal
is supposed to be present. Present-day radiometers use this principle.

In this paper we shall describe a phase principle for detecting a narrow -
band Gaussian signal in the presence of receiver noise. We shall show
that the phase principle leads to a phase detector whose performance is
comparable to the square -law detector when gain fluctuations are neg-
ligible. Furthermore, the phase detector is relatively insensitive to sys-
tem gain fluctuations; whereas the square -law detector is highly sensitive
to system gain fluctuations. That is, the phase detector enjoys this im-
portant property shared by the polarity -coincidence correlator,1.2 the
phase detector analyzed by Huggins and Middleton,' and the zero -cross -
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ing detector.' The latter two detectors are suitable for detecting an ex-
tremely narrow -band signal immersed in narrow -band noise, and they
are insensitive to a "white" Gaussian signal.

II. IMPLEMENTATION AND RELATIVE PERFORMANCE OF THE PHASE DE-

TECTOR

Fig. 1 illustrates a simplified implementation of the phase detector for
detecting a narrow -band Gaussian signal. We assume that two receivers
are available for detection purposes. S(t), and N1(t) and N2(t) represent
zero mean, independent, narrow -band Gaussian processes. N1(t) and N2(t)
are considered to be receiver noises of equal variances. S(t) represents
the 4arrow-band Gaussian signal to be detected. ni represents the
ith independent sample of the phase difference between S(t) N, (t)

and S(t) N2(t). ni is taken to be in the primary interval (--r, r). After
n such samples the output nt of the phase detector is given by

,fit = - cos ni . (1)
i=i

One compares nt with some constant threshold value A, and decides that
signal is present if ,fit > A, . Otherwise the signal is supposed to be
absent.

We shall compare the performance of the phase detector with the per-
formance of the square -law detector on the basis of the "deflection
criterion." 6 In general, if fs+N and fN represent the output of a de-
tector with and without signal, respectively, then the "deflection
criterion" bases the performance of the detector on the detection index

NI (t)

S(t) +NI (t)

S (t)

S (t) 1-N2 (t)

PHASE
COMPARISON

N2 (t)

AVERAGE OF
COS ?it,

t_on

Fig. 1- Simplified implementation of the phase detector for detecting a narrow -
band Gaussian signal. (S(t), N,(t), and N2(t) represent independent, narrow -band
Gaussian processes.)
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k I Eis+N - Efiv
[Var fs+N \Tar

E = Expectation

Var = Variance.

(2)

This form of the detection index was also used in Ref. 3. Incidentally,
comparing the detectors on the basis of the detection index when large
sample sizes and weak signals are involved is equivalent to comparing
the detectors on the basis of probability of error and probability of false
alarm. This equivalence is demonstrated in Ref. 4.

General statistical properties of ni were derived in Ref. 5. Using these
results we find that

E cos ni = l X, ; 2; /2) (3)
4 2 2

12
E cos2 ni = 42F1(1, 1; 3; /2) (4)

2

where 211 is the Gaussian hypergeometric function

oit3 oz(a + 1)1363 ± 1) X2
2F1(a, 0; 7; :r) 1 - X +

7 -y(-y ± 1) 2!

and

Thus,

/ -
1

Var S(t) Var S(t)a =
Var Ni(t) Var N2(t)

a

Ent = E cos ni

Var cos ni E[cos2 71,] - Eqcos ni]Var nt = (5)

(6)

Thus, for small values of "a", the only case of interest in this paper,
the detection index k for the phase detector is given by

Ent ira\/nk -
[2 4 (7)Var -
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The output, I , of a square -law detector operating on 2n independent
samples of the Gaussian sum signal Ni(t) N2(t) 28(t) has the fol-
lowing mean and variance':

EI = 2 [Var N1(t) + 2 Var S(t)] (8)

4 [Var N1(t) + 2 Var 8(t)12Var / (9)
n

Thus, for small values of "a" the detection index lc, for the square -law
detector is given by

4 Var
k1 = [8 Var2 N1(11

n

(10)

Incidentally, the square -law detector operating on the Gaussian sum
signal is equivalent to the Neyman-Pearson detector of reference 2.

For equal detector performances the detection indices must be equal.
Thus, from (7) and (10) we see that the performance of the square -law
detector, in terms of signal-to-noise power ratio "a," is approximately
2.5 db better than the performance of the phase detector when gain
fluctuations are negligible. Clearly, when gain fluctuations are significant
the phase detector can perform better than the square -law detector
since the phase difference ni is relatively insensitive to gain fluctuations.
The phase detector can be implemented by using radio interferometer -
type receivers or monopulse radar -type receivers.5

It will now be shown that the test statistic nt defined by (1) is the
optimum test statistic for processing n independent samples of the phase
difference ni . Equation (34) of Ref. 5 gives the probability density P2(n)
of each independent sample ni as

-
P2(n) =

1

27
12

(1 - 022) -3/2
[02 6111-1 /32 + 7/32 + -Vi 22] (11)

where

132 = 1 COS 21

al= 1 + a

By using (11) for small values of "a" and applying the likelihood -ratio
testa.° associated with n independent samples of ni one decides that a
signal is present only if
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1 (1 + ; a cos
log

71"

1
> A 0 (12)

71

E 10, + cos = 71-7,- a E cos > Ao ,
i=i 2 i=i

(13)Ira

1 ti- 77, = 7t > Al
n2=1.

(14)

where Ao and Al are constant threshold values. This establishes the op-
timum property of ?it.

III. CHARACTERISTICS OF THE PHASE DETECTOR

Let us summarize the important characteristics of the phase detector:
(i) The phase detector is relatively insensitive to system gain fluctua-

tions.
(ii) For detecting weak signals, the performance of the phase detector

is comparable to the performance of the square -law detector even with
no gain fluctuations. With significant gain fluctuations, the phase de-
tector can perform better than the square -law detector. Furthermore,
unlimited post -detection integration is permitted with the phase de-
tector.

(iii) The narrow -band signal applied to the phase detector may be a
"white" Gaussian signal, a sinusoidal signal, or an arbitrary narrow -
band Gaussian signal.

(iv) The phase detector can be implemented by using radio inter-
ferometer -type receivers or monopulse radar -type receivers.

(v) The phase detector utilizes two receivers.
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Sequential Decoding - The Computation
Problem*

By J. E. SAVAGE

( Manuscript received August 23, 1965)

Sequential decoding is a technique for encoding and decoding at moderate
cost with a decoding reliability which approximates that of the optimum,
and expensive, maximum -likelihood decoder. The several known sequential
decoding algorithms enjoy a cost advantage over the maximum -likelihood
decoder because they allow the level of the channel noise to regulate the
level of the decoding computation. Since the average level of the required
decoding computation for sequential decoders is small for source rates
below a rate Ro.,0 , such a decoder can be realized for these rates with a
relatively small logic unit and a buffer. The logic unit is normally designed
to handle computation rates which are less than two or three times the
average computation rate; the buffer serves to store data during those noisy
periods when the required computation rate exceeds the computation rate
of the logic unit.

If the periods of high computation, which are caused by noise, are too
frequent or too long, the buffer, which is necessarily finite in capacity, will
fill and overflow. Since data are lost during an over flow, continuity in the
decoding process cannot be maintained. The decoder, then, cannot continue
to decode without error. For this reason, buffer overflow is an important
event. In addition, since errors in the absence of overflow are much less
frequent than are overflows themselves, the overflow event is of primary
concern in the design of a sequential decoder.

This paper presents some recent analytical results concerning the proba-
bility of a buffer overflow. In particular, it is shown that this probability
is relatively insensitive to both the buffer capacity and the maximum speed
of the logic unit for moderate capacities and speeds. By contrast, it is shown
that the overflow probability decreases rapidly with a decrease in the source

* The results of this paper are drawn from the author's thesis which has been
accepted by the Massachusetts Institute of Technology in partial fulfillment of
the requirements for the degree of Doctor of Philosophy. The research reported
here was supported by the M.I.T. Research Laboratory of Electronics and the
M.I.T. Lincoln Laboratory.
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rate and is more than squared by a halving of this rate. These sensitivities are
basic to sequential decoding; they exist because the required computation level
is large during intervals of high channel noise and grows exponentially with
the length of such an interval. It is also shown that the dependence of the
overflow probability on the source rate is intimately related to exponents
appearing in the coding theorem. In addition, the results presented agree
with the limited experimental evidence available.

I. INTRODUCTION

Sequential decoding procedures are important because they achieve,
at modest cost, a decoding error rate which approximates the error rate
of the optimum and expensive maximum -likelihood decoder. Sequential
decoding procedures have this near -optimum performance at modest
cost because they allow the level of the channel noise to determine the
level of the decoding computation. The level of the decoding computa-
tion is a function of the source rate as well as the channel noise and if
the source rate is held at less than a computational cutoff rate, Romp I
the computation level on the average will be small.' '2'16 Thus, a sequential
decoder may be constructed from a logic unit capable of handling two
or three times the average computation rate and from a buffer to store
data during those noisy periods which require a computation rate which
exceeds that of the basic decoding machine. The maximum likelihood
decoder, however, always ren»ires a very high computation rate and, in
effect, is designed to handle the peak noise levels.

The buffer portion of the decoder stores data during periods of high
computation and since it has finite capacity, it will fill and overflow if
the high computation intervals are too frequent or too long. If and when
a buffer overflow occurs, the decoder cannot continue to decode reliably
since data which are important to the continuing decoding process are
lost. Consequently, a buffer overflow forces a halt in the decoding process
while both the encoding and decoding processes are restarted.

While errors occur after the onset of overflow, they may also occur
in the absence of overflow. For a properly chosen code, however, it can
be argued that errors in the absence of overflow occur much less fre-
quently than do overflow, themselves. Consequently, it can be argued-
and, indeed, it is found in practice-that the buffer overflow event is of
primary concern in the design of a sequential decoder.

In this paper, we present some recent results' concerning the proba-
bility of a buffer overflow. In particular, we show by upperbounding this
probability that it is relatively insensitive to machine speed and to the
storage capacity of the buffer for moderate speeds and capacities. By
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contrast, it is shown that the overflow probability decreases rapidly with
a decrease in the source rate and that this probability is more than
squared by a halving of the rate. It is found that these sensitivities are
basic to sequential decoding and arise because the computation per
decoded digit is large during intervals of high channel noise and grows
exponentially with the length of such an interval. We show that the
dependence of the overflow probability on the source rate is intimately
connected with exponents found in the coding theorem.4.5 In addition,
the results represented here agree with the limited experimental evidence
available.°

We assume throughout this paper that the encoding and decoding
are done for a discrete memoryless channel (DMC) characterized by
the channel transition probabilities

1/3 (yilsk), 1 <k <K, 1 j 6 JJ
where xk represents a letter from the channel input alphabet and y;
represents a letter from the channel output alphabet. The results for the
DMC apply with qualifications to other channels.

In the following sections we introduce the Fano algorithm,' the
vehicle for this study of sequential decoding.

II. THE DECODING PROCEDURE

2.1 Tree Codes

The Fano algorithm decodes data encoded from tree codes. We assume
that this data arrives from a source as a sequence of digits and we make
the assumption that these digits are statistically independent and are
drawn from the b -letter alphabet, A = 1ch , a2 , , ad. A sequence
of source digits drawn from this alphabet is encoded with a tree code as
follows (see Fig. 1): A branch from the first node of the tree is selected
which corresponds to the value of ,the first digit produced by the source.
The same is true for the second and later source outputs. Thus, in the
example of Fig. 1, the source sequence (1, 0, 2, - ) with letters from
the alphabet 10, 1, 21 selects the sequence (112, 010, 122, ) from
the tree. The digits on these branches are then transmitted over the
DMC.

We assume that each branch of the tree contains 1 channel symbols
so that the source rate in bits per channel transmission is defined as

I? = log2 b/1. (1)

A variety of rates can be generated with tree codes.
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Fig. 1 -Tree code.

A class of tree codes which may be generated with a small amount of
equipment is known as convolutional codes. Convolutional codes are
generated with shift registers, multipliers and adders. An example of a
convolutional encoder is given in Fig. 2 where circles represent multipli-
cation and addition is taken modulo b = 3. This example generates the
tree code of Fig. 1. Although we do not restrict the results of this paper
to convolutional codes, it suffices to say that they can be decoded with
sequential decoders with a small resultant error rate.u6

2.2 The Metric

The Fano algorithm decodes by comparing the received channel
sequence to paths in the tree code in search of a path which "matches
well" to the received sequence. A "match" is measured with a "metric." *

* This is not a metric in the mathematical sense since it does not satisfy any of
the rules for a metric. The word metric is used here to indicate the relative match
(or mismatch) between the received channel sequence and a tree path.
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Let ft, V. represent a tree path and the received sequence, respectively,
where each has s branches. Then, for the purposes of this paper we
define the metric between u8 , v8 , d , D,), as

a t
P(vd, I urn)}d(a.,v8) = E E [log,{

r--=1 It.= f(vrh)
(2)

where urh , vrh are the hth digits on the rth branches of a. , D respec-
tively. P(vrh/urh ) is a channel transition probability. The function
(vrh) for vrh = y; is given as

K

f(yi) = E pd)(yilxk) (3)
k--1

This function may be viewed as the probability of channel output
y; when the channel inputs are assigned with probabilities {pit} . (The
function Ay') and the probability assignment {pk} are chosen because
they fit naturally into the random code bound to be presented later.)

This choice of metric is used because it lends itself to analysis and is
a metric with which the Fano algorithm will operate. We now study
this metric and observe from a simple combination of terms in (2) that
d(a. , V.) is monotonically increasing in increasing P[v, I 72.] which is the
probability of receiving the sequence V, when the sequence a. is trans-
mitted. This fact plus the fact that all tree paths with the same number
of branches are assumed equiprobable imply that P[v, I 17,5] is propor-

DATA

0

Fig. 2 - Convolutional encoder.

0
ENCODED DATA
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tional from Baye's Rule, to P[ft, I v.], the a posteriori probability of se-
quence 'dB given that sequence V8 is received. Equivalently, this implies
that d(g8 , 08) is monotonically increasing in the a posteriori probability
of tree path u8 . Thus, as the decoder progresses into the tree we expect
d(d8 , 08) to increase if us represents the correct path (see Fig. 3). How-
ever, if the decoder branches onto an incorrect path, we expect the path
to decrease in probability (for a properly chosen code) and to see
d(tia , r),) decrease (see Fig. 3). Although this behavior is typical, occasional
noisy intervals will cause the correct path to decrease in metric and
searching will be required to distinguish it from incorrect paths.

3

2

Ti

t

u To -

w

T-2

113

CORRECT PATH --

A

Ito INCORRECT PATH

LENGTH

Fig. 3 - Criteria and typical paths.

2.3 The Fano Algorithm

The Fano algorithm is a set of rules for searching tree paths using
the metric given by (2).* Since the algorithm is designed to find the
transmitted tree path, it is programmed to follow a path which grows in
metric. A path will be said to grow in metric if it crosses an increasing
sequence of thresholds, such as those of Fig. 3.

The decoder is also programmed to search for other paths when the
path being followed begins to decrease in metric and crosses a threshold
from above. Such a decrease signals the presence of channel noise and
indicates that searching will be required to distinguish between the cor-
rect path and incorrect paths.

The rules governing such a search, as well as the rules for determining
which path to follow when two or more paths increase in metric, are given

* Other metrics with the same properties will also work.
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by the flow chart' of Fig. 4. In that chart, a "most probable" branch at a
node is that branch for which the increase in the metric is largest.

The "running threshold", which is simply called "threshold" in the
flow chart, is really a sequence of thresholds which always lies below the
node being examined in the decoder (see Fig. 5). It is used to determine
whether the path being extended increases or decreases in metric. In

(START SET
THRESHOLD=0

LOOK FORWARD ON
"MOST PROBABLE"

BRANCH

OK

STEP FORWARD

A
L

NO FIRST TIME

D LOOK FORWARD------J BADI ON IT

AT THIS NODE?

'YES

r

BAD

TIGHTEN THRESHOLD

IB

NO

LOOK BACK

1

BAD

OK

STEP BACK

E
L

IS THERE A
"NEXT MOST

PROBABLE" BRANCH
AT THIS NODE?

YES

LOWER THRESHOLD
ONE STEP i

_...,

Fig. 4 - Flow chart of the Fano algorithm.

operations A, B, and C the metric on a node is compared with the run-
ning threshold. The indicators OK and BAD signify, respectively, that
the metric is above or below this threshold.

In operation D, the statement "tighten threshold" means that the
running threshold is to be increased until it lies just below the value of
the metric on the node reached by the decoder. Notice that the threshold
is increased only when a node is reached for the first time. Otherwise
looping would occur.

t This chart is based on a chart suggested by Prof. I. M. Jacobs of M.I.T. It
is equivalent to the flow chart of Ref. 2.
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Fig. 5 - Threshold reduction, b = 2.

To further clarify the operations of the flow chart, we make the follow-
ing observations: (i) Forward searching on a path whose path metric
continues to grow is performed by operations A and D, (ii) the searching
required after the searched path crosses the running threshold from
above is performed by operations B, E, C, and D, (iii) the running
threshold is reduced only if it is found that all paths cross this threshold
from above (see Fig. 5). This last observation deserves expansion. When
the decoder observes that the path under examination violates the run-
ning threshold, it looks back, one node at a time, to find a path which it
might extend forward. If, after a number of backward and forward
moves, the decoder decides that all paths examined violate the running
threshold, it reduces the value of this threshold and repeats the search
until a path is found which remains above the new lower value of the
threshold. (If there is more than one such path, the decoder follows that
path which has the "most probable" branches.) The decoder then con-
tinues to extend this path.

We now go on to discuss a particular buffer design and to examine
the dynamics of the decoding operation. We shall return to the discus-
sion of this section in a following section while discussing a random
variable of computation.

2.4 Dynamics of the Decoder

A buffer designed to smooth the delay experienced by data arriving
at the decoder is shown in Fig. 6. Data arrives from the left, is stored
in sections corresponding to tree branches and progresses through the
buffer at the rate at which it arrives. Storage is reserved below each
branch for tentative source decisions. A safety zone is provided so that,
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should a buffer overflow occur, data in this section will be declared
unreliable and not released to the user.

Two pointers are shown on the buffer of Fig. 6. With these pointers
the decoder operation may be traced. The "search" pointer locates the
received branch currently being examined. The "extreme" pointer
labels the latest branch ever examined. When the channel is relatively
noise -free the two pointers hover at the left-hand side of the buffer.
During a noisy interval, searching is required and the search pointer
drifts to the right and away from the extreme pointer while the extreme
pointer drifts to the right at the data rate. The two pointers become
superimposed and move to the left after the noisy period has been passed.
(We assume that the decoder has a computation rate which is twice or
three times the average required computation rate.)

Should the channel experience a severely noisy period, the search
pointer may drift to the far right-hand side of the buffer at which time
the decoder will quite probably release an erroneous source decision to
the safety zone. This spells trouble because thereafter the decoder
searches on incorrect paths and is likely to do a large amount of con-
tinuous searching. Additional decoding errors will then be released to
the user. This event we call buffer overflow.

Since buffer overflow can be detected by the location of the search
pointer, the user can be so informed. However, no known techniques
exist for retrieving the decoder from the overflow state once it has
entered this state other than a restarting of the decoding process. This

RECEIVED
BRANCHES

EMPTY

I
EXTREME

A

SEARCH

SAFETY

LOGIC, TREE GENERATOR

Fig. 6 - Buffer.

DECODED
DATA
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implies that either a feedback link has to be available or that periodic
restarting is employed. Overflow, then, is a serious event. Since it can
be argued the probability of an overflow is generally much larger (for
a properly chosen code) than the probability of an error without overflow,
it is, therefore, a most important consideration in the design of a se-
quential decoder.

In the next section we begin the analytical treatment of the overflow
probability. Our intent is to indicate the dependence of this probability
on the encoder and decoder parameters.

2.5 Static Computation

The overflow probability, PBF (N), is defined as the probability that
the buffer overflows on or before the Nth source decision is released to
the safety zone. It is this probability which is of primary concern in
the design of the decoder. Unfortunately, both experimental' and
analytical3 investigations of PRF(N) have produced only estimates of
this probability arid these estimates depend upon a heuristic connec-
tion between PBF (N) and probabilities which have either been deter-
mined experimentally or bounded analytically. We shall be concerned
with the analytical bounds and shall present an interpretation of these
bounds.

Since PilF(N) is not amenable to direct analysis we shall be concerned
with a random variable of computation which we call "static" computa-
tion. This is a computation associated with a node of the correct path.
We assume that the decoder reaches a node of the correct path, say the
gth, and we define static computation, C, as the number of computations
required on the gth correct node and on all nodes on paths branching
from this correct node except nodes on the correct path. This set of
nodes is called the "incorrect subset" associated with the gth correct
node. (See Fig. 1 where g = 2). A computation on a node is defined as
a forward or backward "look" from a node (See the flow chart of Fig.
4).

The analytical results of this paper are concerned with bounds on the
cumulative probability distribution of the random variable of static
computation C, namely, P[C > L]. We shall determine the behavior
of P[C > IA with the distribution parameter L. Before we do so, how-
ever, we develop an upper bound to C to be used later in developing an
upper bound to P[C L]. We begin by labeling nodes in the incorrect
subset.

Each node in the gth incorrect subset can be labeled uniquely with a
doublet (m, s). We take the index s as a measure of the "penetration"
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of a node in the incorrect subset. We say a node has penetration s if
it is separated from the correct node by s branches. The correct node
itself is at penetration zero. The index m indicates the position of nodes
at penetration s counting from the bottom of the incorrect subset (see
Fig. 1 where node (3, 2) is shown). We define M(s) as the number of
nodes at penetration s and have 1 :5_ in M(s) where

M(8) =
(b - 1)V-1

s = 0

8 > 0
(4)

and b is the number of branches at a node. (Note that M(0) = 1 since
the correct node has penetration zero.) Then, each node is uniquely
labeled by a doublet (m,$).

To develop an upper bound to the random variable C we continue
the discussion of Section 2.3. Assuming that we have reached the gth
node of the correct path, defining D as the smallest value of the path
metric on the remaining portion of the correct path and letting TD be
the threshold just below D (see Fig. 7), we see from observation (iii) of
Section 2.3 that no threshold lying below TD is ever used. A lower
threshold would be required if all paths eventually crossed TD but, by
definition, at least one path, the correct path, remains completely above
TD.

Consider a particular incorrect node (m,$) with metric do + d*(m,$),
where do is the value of the metric on the path terminated by the gth
correct node and d* (m,$) is the remainder. If the thresholds are defined
by Ti = ito , to > 0, - 00 < i < 00, and if do + d*(m,$) is separated
from TD by k such thresholds (including TD), then the decoder can

Ti = 0

To =-
cc

w

D

TD

A

1 to

CORRECT PATH -_

LENGTH

Fig. 7 - Typical path trajectories and the minimum threshold, TD .



160 THE BELL SYSTEM TECHNICAL JOURNAL, JANUARY 1966

look at node (m,$) with at most k thresholds.f It can be shown that with
each threshold no more than (b 1) computations can be performed
at node (m,$), i.e., one backward look and b forward looks from (m,$).
Since this is the case, we can define a random variable which counts
the number of thresholds between the value of the metric on node (m,$)
and threshold TD and we can use this random variable to bound C. To
simplify the analysis, however, we shall define a random variable zis, (m)
which allows us to overbound the number of thresholds between the value
of the metric on node (m,$) and threshold TD , including TD . Represent
the metric on the correct path of length g r by do + do ar , Or) where
ur , V, are the portions of the correct and received paths extending be-
yond the gth node, respectively. Then, we have the following definition
for zi,,(m):

1 d*(m,$) L-1 ,

zi,(m) = some r 0

0 otherwise.

dc(ar Or) < 1i+1

We now argue that DI-. zi,. (m) overbounds the number of thresh-
olds between the value of the metric on node (m,$), do + d*(m,$), and
threshold TD , including this threshold. Let do , the value of the path
metric on the correct path up to and including the gth node, be between
thresholds T and T to . Then, if the metric on node (m,$) were T + to
instead of do , the number of thresholds with which (m,$) would be ex-
amined would be increased. Similarly, if the path metric on the correct
path of length g r, do + dc(tir rir), were replaced by T (ar,v,), the
computation on node (m,$) would again be increased. These observations
are used to define zi,R(m) in such a way that Er-. zi,. (m) overbounds
the number of thresholds between (m,$) and TD

We have stated that no more than (b 1) computations are needed
for each threshold lying between (m,$) and TD . Then, we overbound
the random variable of static computation on nodes of the gth incorrect
subset, C, by

co 0. rilf (8)

C (b + 1) E E zi,s(m) . (6)
s=0 m=1

This bound will be used in overbounding P[C
In Section III the analytical results will be delineated and interpreted

and the upper bound to P[C Li will be derived.

t This may be deduced from the flow chart of Fig. 4.
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III. THE DISTRIBUTION OF STATIC COMPUTATION

Static computation has been defined as the computation performed in
a particular incorrect subset of the tree code. A lower bound to the proba-
bility distribution of this random variable has been obtained, and is
presented elsewhere.3 An abbreviated derivation of an upper bound to
this distribution will be presented in a following section. The essence of
the lower bound argument is contained in the following section.

3.1 Behavior of the Distribution

It has been found3'7 that the distribution of static computation,
P[C L] behaves as L-0 for large L. We shall now present several simple
intuitive arguments which explain this behavior.

If noise causes a large dip in the value of the correct path metric in
the neighborhood of the gth correct node (see Fig. 7) then, the decoder
will not be able to discriminate between the correct path and incorrect
paths. Thus, much computation will be required. Since the number of
paths in the incorrect subset grows exponentially with penetration into
this subset, the number of computations required will grow roughly as
an exponential in the length of the correct path dip or the duration of
the interval of high channel noise. Hence, the static computation grows
exponentially with an interval of high channel noise. On the other hand,
an interval of high channel occurs on the DMC with a probability which
decreases exponentially with its length. It is the balance between these
two exponentials which is responsible for the behavior of the distribution
of static computation. Random variables with distributions of this type
are known as Paretian random variables and they appear in random
walk problems,° in the distribution of incomes,8 in error clustering
on the telephone channels" and many other places."

3.2 Random Code Bound on the Distribution

The technique used in this section to overbound the distribution of
computation contains two major steps. In the first step, the distribution
is bounded in terms of the moments of computation using a generaliza-
tion of Chebysheff's Inequality. In the second step, the moments of
computation are averaged over the ensemble of all tree codes. Together
the two steps generate a random code bound to the distribution. This
argument shows the existence of codes having a particular upper bound
to their distribution function. The generalized Chebysheff Inequality is
stated below.
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Lemma 1: Let C be a positive random variable. Then,

P[C L] LP , p 0. (7)

The "tightness" of this inequality is indicated by two examples.
(i) For the discrete random variable which assumes values 0 and co
with probabilities 1 - a and a, respectively, the bound is exact when
L = co . (ii) For the continuous random variable which assumes values
greater than or equal to one with probability density 0/ct3+1, the exact
form of P[C L] is 1/La and the bound is /3/(13 - p)LP for p <0. There-
fore, as p approaches the coefficient in the bound becomes indefinitely
large while the exponent approaches the true exponent. Since the dis-
tribution of static computation is Paretian, this same behavior appears in
the random code bound derived in this section.

The random variable of computation C has been overbounded by (6).
It should be clear that moments of the bound on C will be difficult to
evaluate due to the many crossterms. Much of the difficulty is avoided
through the use of Minkowski's Inequality' which is stated below.

Lemma 2: Let x1 , x2 , , xn be a set of positive random variables. Then,
for p > 1 and for every n we have

pl IP
72

(il
i=1=

n -lip
.

Applying this inequality to the bound on C we have
llp

CP1ip

a. a. (8)

(b 1) >2 E >2 zi..(m))
i=. 8=0

(8)

)
co co M(8) P1

IP

(9)

In this form, moments are taken of the sum of the random variables
zi, 8(m), 1 5 m Lc. M (s), with both the threshold T i and the penetra-
tion s fixed. (See the definition of zi,, (m) in (5 ).)

To further bound CP we make the following expansion for integer
values of p where the indices i and s are omitted:

M(8) P M(8) M(8)

E z(m)) = >2 >2 z(ml)z(m2)
,n,-, mp-i

Since such an expansion does not hold for noninteger p, we limit our
attention hereafter to integer p. We now proceed through several count-
ing arguments to put (10) in a manageable form.

(10)
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Since the random variable z (mi) z(m2) z (mp) assumes the value 1
only when all implied events occur simultaneously, the expectation in
the right-hand side of (10) is the probability of the joint occurrence of
all implied events. Now it can be seen for p = 4, say, that

z(5)z(1)z(16)z(5) = z(16)z(5)z(5)z(1) = z(1)z(5)z(16)

since z ( ) = 1 or 0 (so that z (5 )z (5) = z (5) ). Hence, z (m1) z (mi,)
is independent of the order of the mi and equals z (01) z(01) where
01 , , 0, are the distinct elements among m1 , m2 , , mp . Conse-
quently we can write*

At(s)

E 
m1-1

m(a)
E z(mo  z(mp)

mi,-,

Min(M (a).p)

tml
E W(t,p)z(01) z(0g)

All sets of t
distinct elementslei. et)

where W (t,p) is the number of p-tuples (m1 , m2 , , mp) which con-
tain t distinct elements. We now bound W (t,p).

W (t,p) may be viewed as the number of ways of placing one ball in
each of p distinguishable cells where the balls are of t different colors
and each color must appear at least once. The number of such collec-
tions of p balls is less than the number of collections one would have if
we include the situations where one or more colors do not appear. This
larger number is the number of ways of placing t different elements in
each of p distinguishable cells, or ti'. Therefore, W (t,p) 5 t".

To underbound W(t,p) we now establish that W(t,p) > tW (t,p - 1).
Consider W (t,p - 1), the number of ways (p - 1) balls of t different
colors may be placed in (p - 1) distinguishable cells with no cell empty.
Consider extending the collection by placing one additional ball with
one of the t colors in a pth cell. This new collection contains tW (t,p - 1)
items. It cannot contain more items than does the collection of W (t,p)
items because one color appears at least twice and every other color at
least once, establishing the desired inequality. Iterating this inequality
(p - t) times and observing that W(t,t) = I!, we have W(t,p) > tP-st!.
The two bounds are summarized in the following Lemma:

Lemma 3: For t < p we have

V2rt e ttp < W(t,p) < t" (12)

* The upper limit on t indicates that (m, ,  , mp) contains no more than the
smaller of M(s) and p different elements.
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Proof: We use the fact' that

tt . Q.E.D.

The two bounds indicate that TIT (1,p) grows with I primarily as 1' for
large p.

Before we proceed to the next counting argument we motivate our use
of this next argument by presenting a result which is too long to be derived

here.' The probability zi,, (0k) zi,. (01) is the probability that nodes
(0 , s), , (0, , s), all at penetration s in the gth incorrect subset,
simultaneously lie in metric above threshold Ti_1 = (i - 1) to while
the correct path falls below 71;44 somewhere following the gth correct
node (see (5)). An overbound to this probability is given below. The
average of the product of the z's is taken over the ensemble of channel
transitions and the set of all tree codes. It is at this point that the random
code technique is used.

zi,(0i) zi,8(0,) < 12'11/"+" -ant 9-itotit(1+t)+001

11
{,[mitt(1+t)icief-R)} {`2-./RefE 9--rolk,,le-µ,(a,,)]

ro-.1

(13)

Here a is the number of branches on the paths terminated by nodes (01 , 8),
, (0 , s), exclusive of branches preceding the gth correct node, and

1
log2 Ef( yi)(E [Pf(itly..,1711+74-` (14)ilt(cro) A- 1 + I i=t A = I

K

f(yj) E pkPoh ?L)
k=1

where cro < 0. Also,

1 log, E E pAP(
JR t 4 --yilx,k)111+' (15)

i=t k=1

The probability assignment {pk} is the assignment given to digits in a
code when using the random code argument. In the bound of (13) there
exists a value of (To, -(t)/(1 t) < Qo 0, for which the sum on ro
converges, as long as R < Rt . Examination of (13) will show that the
bound depends on the paths terminated by nodes (0 , s), (02 , s),  ,
(Be , s) only through a, the number of branches which they contain,
exclusive of branches preceding the gth correct node. (For example, see
Fig. 8 where a set of paths is indicated with checks and the branches
which they contain are labeled with 1.) This being the case, we must
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Fig. 8 - Topology of tree paths.

then group together in (13) all paths having the same number, a, of
branches. Call this number of paths N t (a) . The following lemma pro-
vides a bound on N t (a).

Lemma 4: Art (a) S (t - 1)!(8 - 1 )t-22aIR (16)

Proof: The proof is by construction. We first show that

N t (a) (t - 1)!81-22a1 R s >

Consider placing the t paths in the tree, one by one. The first of the t
paths placed in the incorrect subset of the tree (containing M(s)
paths) may assume no more than b8 positions. A second path connecting
with the first, but having d1 separate branches, may assume any one
of bdi positions since its point of connection to the first path is fixed
by its length d1 . A third path with d2 branches distinct from the first
two may connect to either path and terminate in bd2 positions, that
is, it can assume no more than 2 bd2 places. The tth path having
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4-1 branches may terminate in any one of bdt-i positions; hence, can
be situated in no more than (t - 1) V' places. Thus, given that the
second path has d1 branches distinct from the first, that the third path has
d2 branches distinct from the first and second, etc., the number of ar-
rangements of the I paths cannot exceed (I - 1)!ba where

a = s d1 + -I- ,

the number of branches on these paths. All that remains is to determine
the number of ways that values may be assigned to d1 , d2 , , dt-2
(Note that de_1 is fixed given a and d1 , d2 , , de_2 ) Since each
number di represents a portion of a path, 1 < di < s, we may assign
values to d1 , d2 , , dt-2 in no more than 81-2 ways. Hence, the number
of arrangements of t paths containing a branches cannot exceed
(t - 1)!8"b". Observing that b = 21R by (1) we have the desired re-
sult for 1. We also have s < a < st since one path contains s branches
and the number of branches on all paths cannot exceed st. Now, when
s = 0, the bound on Ng(a) is zero. We must have 11 r e(a) = 1 when s = 0,
so that we replace s by (s ± 1). Q.E.D.

Combining all terms we have the following random code bound on
the moments of static computation:

-11 P
CP (8 + 1)1-1/' 2 exp (-s/(R- R)1 (2/00.-0)ppolipLi

P(1 P)
1/p

X 2 exp --//[aR -µp(e)r} 2)

exp (- ito(i (0)1

1/p co

(E 2 exp - ri[o-V? - ,up(o-')]1) E2
r=1 i=11

(17)

(+ ito(p/(1 p) ci))1}

It can be shown3 that a and or' can be chosen for R < R2, such that
> < - (p)/(1 p), aR - µp(o) > 0 and o-/ - Acp(o-') > 0,

that is, such that the bound converges for R < Rp .
We now have enough results available to draw the central conclusion

concerning moments of the random variable of static computation, C.
For integer p, C", as an average over the ensemble of all tree codes, is
finite for source rates R strictly less than the rate Rp (given by (15)).
Since it can be shown that R1 >= R2 > R3 z  z 0, we have for any
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given rate R that moments C, C2, , Ck are bounded where k is the
largest integer such that R < RA; . We cannot determine from this
bounding argument whether moments 0+1, ca+2, etc. are finite or not.

Returning to Chebysheff's Inequality we overbound the cumulative
probability distribution of the random variable of static computation,
P[C > L], using the bounds on the moments.

Theorem 1: With a probability of at least 0.9, a tree code drawn from the
ensemble of tree codes will have a distribution of static computation,
P[C > L], which is bounded by lOCk /Lk where k is the largest integer such
that R Rk R is the source rate, Rk is given by

J IC 114

Rk - loge E E px(yi I X0111-14) (18)
Tc i=1 k=1

and Ck is the random code bound on the moments of static computation.
For any larger k a finite bound on Ck is not known.

Proof: Over the ensemble of tree codes Pr > L] is a random variable.
Then, if we let x represent PIC > L], we have

E xp(x) 102P[x > 10.T]
zZ 101

from which we have that P[x < 1W,1 > 0.9.
Q.E.D.

This theorem summarizes the major result of this section which is
that the distribution of computation decreases as fast as L-k where k
is the largest integer such that I? < Rk . We note that Ck becomes in-
definitely large as 1? approaches Rk . This was predicted by the discus-
sion which followed the introduction of Chebysheff's Inequality.

In the next section we interpret the bounds on the distribution of
static computation and relate these bounds to the probability of a
buffer overflow.

IV. STATIC COMPUTATION AND THE OVERFLOW PROBABILITY

The upper bound to the distribution of computation given above and
a lower bound presented elsewhere' both are algebraic functions of the
distribution parameter, that is, Pr > L] behaves as L-(3, l3 > 0, for
large L. In the following sections we define a quantity called the "com-
putation exponent" which extracts from PEG > L] its behavior with L.
The computation exponent is compared to known exponents on the
probability of error and with some experimental data. Also, a heuristic
connection between the overflow probability and the distribution of
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static computation is established. We begin with a discussion of the
computation exponent.

4.1 The Computation Exponent

The "computation exponent," e(R), as defined below, is a measure
of the tail behavior of Pr > L], that is, its behavior with L for large
L.

e(R) 4 1? {line log
P[C

L-. log L
(19)

If Pr >= LJ behaves as L -I3 for large L, then j3 = e(R)/R. We con-
sider the computation exponent e (R) rather than because e(R) is a
bounded function while /3 is not. We now state bounds that have been
obtained on e(R) by over- and under -bounding Pr z L]. We note
that a channel is "completely connected" if all of its transition proba-
bilities are nonzero, i.e., all output symbols can be "reached" from
every input symbol, the normal physical situation.

Theorem 2: Codes do not exist for the completely connected DMC which
have a computation exponent greater than 6' (R) where

OR) 4 (-- (R - Imin) (20)

and a, -1 0, is the solution to

= max 'Yk (a)

Here, ,yk(cr) is given by

Yk(a) log2 E P(y; I .1! k)1+c

/min A min log2
(P yilxk)

irk f(yi)

and

(21)

(22)

f(w) = )
k=1 xk

Theorem 3: On the DMC, codes exist which have a computation exponent
greater than or equal toe(R) where

(R) = pR (23)

and p = 1, 2, 3, , is found from Rp.o. 5 R < Rp Rp is given by (18).
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The probability assignment Ipk) appears in the random code argu-
ment and in the definition of the metric through the function f (xi).
Although this will not be done here, one can choose fpk1 to maximize
e(R).

As an example, the two bounds are sketched in Fig. 9 for the Binary
Symmetric Channel (BSC) with crossover probability of po = 0.01. In
that figure we have chosen pk = 2, k = 1, 2. For this probability assign-
ment e(R) is zero for R greater than or equal to channel capacity. For
other assignments e(R) may intercept the rate axis at a rate which ex-
ceeds channel capacity.

4.2 An Experimental Result, A Conjecture and An Interpretation

Recently a computer simulation was made of the Fano algorithm for
a number of channels including the BSC. This simulation study7 was
performed at the M.I.T. Lincoln Laboratory under the direction of
K. L. Jordan. Mr. Jordan has generously provided the author with
data from a partici simulation of a BSC with crossover probability
of po = 0.01.

In this simulation, a convolutional tree code of the type described in
Section 2.1 with b = 2 was used (hence; source rates of R = 1/1, 1 an
integer were available). The generator for this tree code was optimized
in the manner found in Ref. 1.
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Fig. 9 - Computation exponent bounds for the BSC with po = 0.01.
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An empirical distribution of a particular random variable of compu-
tation was measured. This random variable differs from static compu-
tation somewhat but one can argue heuristically that it is within a small
multiple of the random variable of static computation when either
random variable is large. The random variable measured in the simula-
tion is the number of computations required to advance one node into
the tree. For example, when the channel is not noisy, a forward "look"
will indicate that a forward move is possible and only one computation
will be necessary; however, if the channel is noisy, the decoder may
have to do much backward searching before a path is found upon which
the point of deepest penetration into the tree can be increased.

The empirical distribution of computation is shown in Fig. 10 for
R = 1. The corresponding computation exponent for this rate is shown
in Fig. 9. The data from which the empirical distribution was deter-
mined represents the transmission of over one million channel digits.
Although data at rates 1? = s,I was available, it was not deemed re-
liable and not used because few cases of large computation occurred.

The experimental computation exponent and the derivation of the
lower bound to e(R), namely e(R), leads one to conjecture a "true"
value for the computation exponent.
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Conjecture:t For the metric used in this paper the computation exponent
for the Fano algorithm cannot exceed e* (R) and there exists codes
with this computation exponent where e* (R) is given by

e* (R) = 7)14 for R = R (24)

Here p assumes all nonnegative, real values and R, is given by (18).
Here we use that probability assignment {Pk}, for each p that maximizes
Rp

The conjectured exponent for the BSC is shown in Fig. 9. The ex-
perimental point and e* (R) at R = 2 differ by 5 percent, an excellent
match.

The conjectured exponent has an interesting interpretation in terms
of the probability of error with "List Decoding." 1°'11 With list decoding,
the decoder makes a list of the k a posteriori most probable codewords.
If this list does not contain the transmitted codeword, an error is said
to occur. Random code bounds have been obtained on this probability
of error. This probability of error has an exponent which we call Ek (R)
for list size k (see Fig. 11). Ek (R) may be found from an exponent
E (R) by Ek (R) = E (R) for Rk* < R where Rk* is the rate at which
E (R) has slope -k and for R < Rk*, Ek(R) is the tangent to E.(R)
at R = Rk*. The rate -axis intercept of this straight line is Rk 

The "list decoding exponent", Ex(R), depends on the random code
assignment probabilities IpkI. If that set pk.} is chosen for each rate
which maximizes E.(R), we have the "sphere-packing"13 exponent.
(See Fig. 11.) This is an exponent on the probability of a block decoding
error which cannot be exceeded by any block code with any decoding
algorithm even when a feedback channel is available. Thus, the "list
decoding exponent" and the "sphere -packing exponent" are funda-
mental.

The conjectured computation exponent, e* (R), can now be related to
E.(R). To find e* (R) draw a line from R on the rate -axis which is
tangent to E.,(R). (See Fig. 12.) This line intersects the exponent axis.
The rate -axis intercept and the exponent -axis intercept define a point
on e* (R). Using this construction procedure every point on e* (R) may

Note added in the preparation of this paper: Recently I. M. Jacobs and E.
Berlekamp have underbounded the probability of buffer overflow or undetected
error using lower bounds to the probability of error with list decoding. They have
found that this bound has a computation exponent which agrees with the con-
jectured exponent given above and have shown that this bound grows linearly
with the number of source digits processed by the decoder before overflow. Also,
H. Yudkin has recently upper bounded the moments of static computation for
integer and noninteger moments. The computation exponent implied by these
bounds establishes the conjecture.
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.

"SPHERE -PACKING"
EXPONENT

Rk
R --.1-

Fig. 11 - List decoding exponent.

I (x;y)

be generated. Hence, e* (R) may be obtained by a simple and natural
construction from E.,(R).

4.3 Heuristic Connection With The Overflow Probability

In this section we establish a heuristic connection between P[C > L]
and the probability of a buffer overflow PBF (N), the probability of an
overflow before the Nth source decision is released to the safety zone.

We begin by noting that PBF(N) is monotone increasing in N, hence
that PBF (N) PBF (1). We first relate PBF (1) and PR[C __ L].

Referring to Fig. 7, an example of a correct path trajectory which
causes large static computation, we develop the following argument.
If the random variable of static computation, C, is large, most of the
computation will be performed on nodes which are close to the reference
node. For computation to be performed on nodes distant from the
reference node, the correct path must dip sufficiently at some distant
point so that it returns at least to the level of the reference node. (Incor-
rect paths typically decrease in metric.) Since the correct path increases
on the average, such a dip must be very large and thus occurs with
much smaller probability than do dips close to the reference node.

If most of the static computation is done on nodes close to the refer-
ence node, we may associate such computation with dips in the correct
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path. Then, since all incorrect subsets in the neighborhood of a path
dip will have approximately equal amounts of computation done in
them, the total computation due to a correct path dip will be a small
multiple of the static computation in a particular incorrect subset in
the neighborhood of the dip. Consequently, if about Na, incorrect sub-
sets have equal computation in them, say Co , and N,Co is enough
computation to cause overflow on the first decoded digit, then, heuris-
tically, PBF (1) P[C >= Co]. To find Co , assume that the buffer can
store B tree branches of 1 digits each, that each channel digit arrives in
rch seconds, and that the decoder can perform one computation in To
seconds. Then, the search pointer will be forced back to the safety zone
if more than /Brch/To computations are needed to decode the first digit.
Setting Nai,Co = /Brch/To we have

PBF(1) P[C 1Brch/N.7-0]

as our heuristic approximation.
If dips in the correct path are infrequent and if the decoder operates

at about twice or three times the speed required to do the average
computation in real time, then we may approximate PBF (N) by assum-
ing independence of the dips which cause overflow and have

Par (N)(1)

(25)

(26)

This last argument is weak and should, at best, serve as a rule of thumb.
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Fig. 12 - Construction for e*(R).
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The argument leading to the connection between PBF (1) and the dis-
tribution of static computation is stronger and is partially supported by
the experimental evidence cited above.

From (24), (25), (26), and the fact that the distribution of static
computation is Paretian, we deduce that the overflow probability, when
it is small, behaves as N[N,,,To/lBrch? where 13 is related to the compu-
tation exponent e(R) by /3 (R) = e(R)/R. Thus, it is clear that the
overflow probability is relatively insensitive to the buffer size B and
the machine speed 1/To but that it depends heavily on the source rate
R. (Note that changing the duration of the channel symbols, Tch is

tantamount to changing the channel and thus e(R).) Since e(R) in-
creases with decreasing rate, we deduce. that 13(R) is more than doubled
by a halving of the information rate or that the overflow probability is
more than squared.

V. CONCLUSIONS

It has been said that the buffer overflow probability is of primary
concern in the design of a sequential decoder. We have examined this
buffer overflow probability and have shown that it is relatively insensi-
tive to the buffer capacity and to machine speed for moderate speeds
and capacities. We have also indicated that the overflow probability
is a strong function of the source rate. In addition, bounds on the de-
pendence of the overflow probability on the source rate were given and
related to exponents presented in the coding theorem.

We have argued that the particular sensitivites of the overflow prob-
ability exist because the distribution of static computation is an algebraic
function of the distribution parameter; i.e., P[C L] behaves as L-0,

> 0, for large L. In turn, it has been observed that such behavior
arises because the random variable of static computation assumes ex-
ponentially large values with exponentially small probabilities. This
exponential growth of computation has been shown to be basic to se-
quential decoding.'

While the probability of overflow is relatively insensitive to many of
the machine parameters, these parameters can be so chosen and the
source rate can be so restricted that the probability of a buffer overflow
can be made very small. To achieve the small overflow probabilities, the
source rate for many channels need not be restricted to be less than
about 90 percent of R1.7 (R1 is generally known as Reomi, , the computa-
tional cutoff rate defined by Wozencraft.' For many channels, Roomp is
a substantial fraction of channel capacity.)
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A Mathematical Model of a Vibrating
Soil -Foundation System

By G. F. WEISSMANN

(Manuscript received October 8, 1965)

The displacement amplitudes and the phase angles of vertically vibrating
rigid circular plates on an elastic isotropic homogeneous half -space have
been expressed in terms of the mass of the plate, the static spring constant
multiplied by a frequency -dependent function, and a damping term. The
results have been modified to apply to vibrating soil foundation systems.
The effects of hysteresis damping, nonlinear load -deflection characteristics
of soils, the static prepressure, the change of soil properties with depth, and
the difference between static and dynamic stress -strain relations of soils
have been considered. The mathematical model has been compared with
data on vibrations of circular agreement
and the experimental data for cohesive soils is very good.

I. INTRODUCTION

Numerous attempts have been made to develop a mathematical
model capable of representing the steady-state vibrations of a soil -
foundation system. E. Reissner' solved the problem of vertical vibrations
of a rigid circular plate on a semi -infinite elastic solid. A sign error in
his work was discovered by 0. J. Sechter2 who presented also a corrected
analytical solution for this case. T. Y. Sung3 continued this work for
different pressure distributions between the plate and the solid. G. N.
Bycroft4 presented approximate solutions of the steady-state vibrations
for the degrees of freedom of a rigid circular plate on an elastic isotropic
half -space and on an elastic stratum. Since the mathematical solutions
become rather difficult, this approach has been used only for a strongly
idealized soil, namely the semi -infinite elastic isotropic solid. Another
approach to this problem is the determination of a simplified mathe-
matical model capable of describing the vibrations of a soil -foundation
system. 0. J. Sechter2 showed that the amplitude -frequency response
curve of a vibrating system consisting of constant mass, viscous damp-
ing force, and linear spring constant differs only slightly from that
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caused by vertical vibrations of a circular plate on an elastic half -space,
provided the mass of the plate is multiplied by a factor and the damping
coefficient is chosen appropriately. This approach has been extended
by M. Novetk9,6 who introduced a frequency independent nonlinear
restoring force. G. Ehlers' attempted to simulate the soil -founda-
tion system by assuming the foundation to be supported by a trun-
cated pyramid of soil. This approach was used also by A. Pauw,8
and H. A. Balakrishna Rao and C. N. Nagaraj.9 However, none of the
above mentioned models was capable of representing the amplitude -
frequency response curves of several soil -foundation systems investi-
gated by R. K. Bernhard and J. Finelli," who concluded that an equiva-
lent system could not be analogous to a simple spring -mass system
with viscous damping and linear elasticity.

The purpose of this paper is to present a quasilinear system sufficiently
adaptable to represent the amplitude -frequency response and phase
angle -frequency curves of circular foundations on soil.

II. THE VIBRATIONS OF CIRCULAR FOUNDATIONS ON AN ELASTIC HALF -

SPACE*

The vertical steady-state vibrations of circular foundations on a
homogeneous elastic isotropic half -space have been investigated analyti-
cally by E. Reissner,' 0. J. Sechter,2 T. Y. Sung,' and G. N. Bycroft.4
According to their work the displacement amplitude becomes

Fo + 122
Yo

Gro (1 + boao2h) 2 ( boao2f2 ) 2

The phase angle is

/2tan 43 =
4.1 + boao2(1.12 +122)

where
yo = displacement amplitude of foundation,
Fo = force amplitude of harmonic exciting force,
G = shear modulus of half -space,
ro = radius of circular foundation,
bo = mo/pro3 = mass ratio,
mo = mass of circular foundation,
p = mass density of half -space,
ao = roo.Vp/G, = frequency factor,

(1)

(2)

* The letter symbols used in this paper are defined where they first appear and
are arranged alphabetically, for convenience or reference, in the Appendix.
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fi = phase angle between exciting force and displacement,
G, = dynamic shear modulus of half -space,
w = angular frequency,

L and 12 are functions of the dimensionless frequency factor ao , of
Poisson's ratio 11 of the half -space and of the assumed pressure dis-
tribution between the half -space and the foundation.

T. Y. Sung3 determined the functions h and 12 for different contact
pressure distributions and different Poisson's ratios in terms of power
series of the frequency factor ao for ao < 1.5. The values of these func-
tions for a pressure distribution caused by a rigid circular plate are
shown in Fig. 1. The functions fl and f2 as determined by G. N. Bycrofe
differ somewhat from those used in this paper which are based on T. Y.
Sung's3 work. It should be noted that for zero frequency, fl approaches
a finite value and f2 becomes equal to zero.

For zero frequency, (1) becomes

0.2

0.2

2 0.15

z
O

0.10

0.05

0

Fo
yob = - - o

Gro
(3)

1,,

fz(v-..0)

i (V,. (:). 25)

0.333)

fz(v.--o.25)

f, (v.--

r, (v.-,-- 0.50o)

4114-141110111k

f (v=0.333)

f2(v=0.500)

\
0.6 0.8 1.0

FREQUENCY FACTOR, ao
1.2

Fig. 1 - Functions f, and f2 for rigid circular plates.

1.4 1.6
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where
yob = lim yo = displacement of foundation due to static load Fo , and

fio = lim = value of fl for zero frequency.

From Fig. 1 it follows that the value of fio can be expressed as

-
4

1 - V
(4)

Substituting (4) in (3) results in an expression for the displacement of
a rigid circular plate on a homogeneous elastic half -space due to a vertical
static force. This expression is identical to that derived by Boussinesq"
in 1885.

It is readily verified that (1) and (2) can be written as

where

tan ci) =

Fo

yo -V[C.a - mow92

C.$
C8a - mow2

Gro 4Gro
C8 = =

fio v

fifi0 1a - = - 4fl2 f22

=
12110 _1-v

fi2 122 4

C. represents the static spring constant of a rigid circular plate on an
elastic isotropic homogeneous half -space. Its magnitude depends on
the shear modulus and Poisson's ratio of the half -space and on the radius
of the rigid plate.

a and are functions of the frequency factor ao and of Poisson's ratio
V as shown in Fig. 2. They have been computed using the values of fl
and f2 shown in Fig. 1. The values of the functions a and # for v = 0 and

= a are plotted in Fig. 2 only, because the values for v = and v =
fall between those shown. Since ao = row p/G the functions a and /3
depend on the magnitude of the radius of the plate, ro , the frequency, w,
the dynamic shear modulus, G8, of the half -space, and the mass -density
p, of the half -space.

(5)
[COP

(6)

, F
w'.0 YO

f

(7)

(8)

(9)

fi2 f22

12
fi.2 +122 
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V=0
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...fie .s.f2e

5

1 -v f2
0

f ,2 + f22

0 02 04 0.6 08 1.0 1.2
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Fig. 2 - Functions a and fi vs frequency factor ao .

1.4 1.6

The square root of the ratio of the dynamic shear modulus, G8, to the
mass -density, p, represents the shear wave velocity, v8 ,

v, = (10)
P

It should be mentioned that, for many materials, the dynamic shear
modulus, G, , as obtained from wave velocity measurements, is larger
than the shear modulus, G, determined by means of static or slow dy-
namic tests.

For large shear wave velocities, the function a approaches one and f3
approaches zero. For this case, (5) represents the displacement ampli-
tude and (6) the phase angle of a linear vibrating system without damp-
ing. This system consists of the mass of the plate, a weightless spring
with a spring constant defined by (7), and a harmonic exciting force.
It becomes apparent that the functions a and 13 modify this simple
system to account for the additional effect of the mass -density of the
half -space.

The functions a and /3, as shown in Fig. 2, can be expressed with



182 THE BELL SYSTEM TECHNICAL JOURNAL, JANUARY 1966

sufficient accuracy as follows:
2

2 ro) 2a = 1 - Eao = -iT co

0 = biao = b1 (19)(0
v,

(12)

where r and b1 are appropriately selected constants. The values of r and
b1 depend on Poisson's ratio; r varies between 0.26 and 0.30, and 13
between 0.76 and 0.85.

III. THE PARTICIPATING MASS OF THE HALF -SPACE

H. Lorenz'2 introduced the concept of the participating soil mass in
order to explain some results of foundation vibration tests. 0. J. Sechter2
proved that the vertical vibration of a circular plate on an elastic half -
space can be expressed, with sufficient accuracy, by means of a constant
mass, a viscous damping force, and a spring constant. The mass consists
of the mass of the plate, mo, multiplied by a factor which accounts for
the mass of the half -space vibrating in -phase with the plate. The dis-
placement amplitudes and the phase angles of such a system can be
written as

Fo

Y° V[C. - ffic092 tbcor

tans = bw

C8 - ince2

(13)

(14)

where
= mo m8 = constant mass,

ma = participating mass of half -space, and
b = damping constant.
Equations (13) and (14) are identical to (5) and (6), provided the

constant mass and the damping constant are selected as follows:

[1 C (2)2
MO 1'8

b = b1 12) Cs .
vs

(15)

( 16)

This identity is readily shown by substitution of (15) and (16) in (13)
and (14).
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IV. DYNAMIC STIFFNESS

Some investigators, such as W. Heukelom,13.14 expressed the results
of foundation vibration tests in terms of the dynamic stiffness and the
phase angle. The dynamic stiffness is defined as the ratio of the force
amplitude between the foundation and the subsoil to the resulting dis-
placement amplitudes. The steady-state vibrations of a rigid circular
plate on an elastic half -space shall now be expressed in these terms.

The force acting at the surface of the half -space can be expressed as

= F - meg (17)

where
P = Poe"' = force acting between plate and half -space,
Fo = force amplitude acting between plate and half -space,
1, = phase angle between F and the resulting displacement,
F = Foel(wi+s) = exciting force acting on plate,
y = yoe" = displacement of plate,

= -yow2elwi = acceleration of plate,
fi = phase angle between F and the resulting displacement,

=

The force amplitude acting between the plate and the half -space becomes

F0 = VF02 2Fomoyow2 cos 4) + (moyow2)2 (18)

and for the phase angle between the force acting at the surface of the
half -space and the displacement, the following expression is obtained:

tan 4/ =
Fo sin 4)

Fo cos 4) + moyoco2
(19)

The dynamic stiffness is defined as the ratio of the force amplitude
acting between the plate and the half -space and the resulting displace-
ment amplitude and becomes, by means of (18),

F
Yo Fo

S = - 1 m°?1° (20)
Fo

where
S = dynamic stiffness.

Substituting yo and 4), expressed by means of (5) and (6), in (20),
the dynamic stiffness becomes

S = C8 Vat ± 02 (21)

and by substitution of (5) and (6) in (19), the following expression is
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obtained for the phase angle AI,:

(3
tangy ---- - .

a
(22)

Substitution of the values for a and 0 from Fig. 2 or of the approximate
expression for a and /3 given by (11) and (12) in (21) shows that the
dynamic stiffness of the half -space is essentially equal to the static
stiffness or the static spring constant, C, . The effect of a and 151 on the
dynamic stiffness is negligibly small.

Substitution of a and 13 in (22) shows that the phase angle between
the force acting at the surface of the half -space and the displacement
remains always smaller than 90 degrees for values of the frequency
factor, c/o, smaller or equal to 1.5.

V. DAMPING

Energy propagation to infinity provides the only damping of the
vibrations of a rigid circular plate on an ideally elastic homogeneous
half -space. The energy dissipated per cycle becomes

D, = iF dy (23)

where
D, = dissipated energy per cycle,
F = Fo sin (cot + 43),
y = yo sin wt.

By substitution of (5) and (6) in (23) the following is obtained:

D, = 7C813y02. (24)

The energy required for the deformation of the half -space becomes

U, = i Csaye (25)

where
U, = energy required for the deformation of the half -space.

It should be noted that the energy required for the deformation of the
half -space is equal to the maximum energy stored in the half -space
reduced by the inertia effects of the half -space.

The loss coefficient of the circular plate on the ideally elastic half -
space shall be defined as

D. 13

na = an- Us a
(26)
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where
n. = loss coefficient of vibrating circular plate.

The loss coefficient of the circular plate on the elastic half-space should
he identical to the phase angle between the force amplitude acting
between the plate and the half -space and the resulting displacement
amplitude shown in (22).

It should be pointed out that both the dissipated energy and the
energy of the half -space are proportional to the static spring constant
C, . The loss coefficient of the vibrating system, however, is a function
of a and (3 alone. a and 13 are defined by means of (8) and (9). Equations
(11) and (12) are approximate expressions of a and 13.

The medium of the half -space was considered to be ideally elastic and
hence, the propagation of energy to infinity provided the only source of
energy dissipation. However, engineering materials and particularly
soils are not ideally elastic but dissipate energy due to internal friction
if subjected to cyclic stresses. The author and R. R. Hart" determined
the specific damping capacity or the coefficient of energy absorption of
some granular soils by means of laboratory tests. The specific damping
capacity is defined as the amount of energy absorbed by a unit volume
of the material per unit of energy spent for deformation per cycle. The
specific damping capacity for these granular soils varied between 0.4
and 0.9. D. D. Barkan" reported values between 0.64 and 0.79 for sand.
For clayey soils the damping capacity varied between 0.2 and 0.6.
Furthermore, it was established that the specific damping capacity of
sandy and clayey soils does not depend on the rate of stress application,
the frequency of changes in the stress, the maximum alternating stress,
or the static prestresses. The loss coefficient is obtained by division of
the specific damping capacity by 27r.

= 27r
(27)

where
n = loss coefficient of material
4,0 = specific damping capacity of material.

The loss coefficient, n, is considered to be a basic property of a material.
The difference between the loss coefficient of a material, n, and the loss
coefficient of a vibrating system, n should be noted.

G. N. Bycroft4 investigated the effect of internal friction of the me-
dium of the half -space on the functions fi and f2 shown in Fig. 1. fl be-
comes numerically smaller and f2 greater for small values of the fre-
quency factor, a() . Changes of .1'1 and f2 affect the function a and ft shown
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in Fig. 2 and defined by means of (8) and (9 ). The effect of such a change
on the function a is rather small and a can still be expressed, with
sufficient accuracy, by means of (11). The function fl becomes approxi-
mately

row
= + biao = + bi - 

Va
(28)

For small values of the frequency factor, ao, or for high shear wave veloc-
ities and small radii of the plates, the effect of the loss coefficient of the
medium becomes significant.

An approximate expression of the loss coefficient of the vibrating
circular plate is obtained by substitution of (11) and (28) in (26)

bicto
+bs\r/

8

.,

1 - cao2 1 - e (r°")-
vg

(29)

For zero frequency, the loss coefficient of the plate becomes equal to
the loss coefficient of the medium of the half -space. This is true only
if the loss coefficient of the material is independent of the magnitude of
the applied static and cyclic stresses. The author" measured the loss
coefficient of circular plates on clayey silt subjected to slowly alternating
loads. The results varied between 0.1 and 0.15. Considering the additional
friction between the plate and the soil, the results agree well with those
obtained by laboratory tests of sandy and clayey soils as reported by
the author" and by D. D. Barkan."

VI. NONLINEAR RESTORING FORCE

The static spring constant of a rigid circular plate on an elastic iso-
tropic homogeneous half -space has been expressed by means of (7).
For this idealized medium, the deflection is a single -valued linear func-
tion of the applied force. For engineering materials, and particularly for
soils, this relationship becomes considerably more complex. Due to
the effect of hysteresis damping, the deformation caused by the appli-
cation of an alternating force is no longer a single -valued function. Two
different forces cause the same deformation under the condition of
loading and unloading. Furthermore, the average of these two forces
may be a nonlinear function of the deformation and/or the rate of
deformation. Other factors, such as static preloads and change of the
properties of the half -space with depth, further complicate the force -
deformation relation.
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In view of the mathematical complexity of strongly nonlinear vibra-
tion problems, it shall be assumed that the nonlinearities of the force -

displacement function within a limited range are small. For this case
the nonlinear force -displacement function can be expressed with suffi-
cient accuracy by means of an equivalent linear function.

F8 = f(y) ti C8(yo)y for --yo < y 5 yo (30)

where
F8 = f(y) = nonlinear force -displacement function, and
C8(yo) = amplitude dependent spring constant.

The spring constant, C8 should be selected in such a manner that the
stored energy at the displacement amplitude of both the nonlinear and
the equivalent linear systems are equal.

U

=JYo Yo

F8dy =
0

f(y)dy = C.( yo )y02 (31)

where
U = stored energy.

The spring constant as a function of the displacement amplitude is
readily obtained by solving (31) with respect to C. . The static spring
constant can frequently be expressed by the following empirical equation:

C. = Coyo-n (32)

where
Co and n are appropriately selected constants.

It should be noted that (32) is an empirical function which has been
used successfully by the author'' to express the amplitude, dependent
load -deflection characteristics of circular plates on some soils. Other
functions may be more suitable to define these characteristics for
different soils.

The amplitude -frequency response curves and the phase angle fre-
quency curves of circular plates on a quasielastic homogeneous isotropic
half -space with hysteresis damping are obtained by substitution of
(11), (28), and (32) in (5) and (6). For the amplitude -frequency response
curves, biquadratic equations of the frequency as a function of the ampli-
tudes are obtained.

VII. THE VIBRATING SOIL -FOUNDATION SYSTEM

The load -deflection characteristics of circular rigid plates on soil are
generally expressed in terms of the coefficient of subgrade reaction
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which is defined as the ratio of the average applied stress to the resulting
displacement. The spring constant of a rigid circular plate on soil
becomes then

C8 = 7rro2k. (33)

where
k8 = coefficient of subgrade reaction.

By means of (7) and (33) the coefficient of subgrade reaction of cir-
cular rigid plates on an elastic isotropic homogeneous half -space can be
expressed as

4G- (34)
r(1 - Oro 

For this case, the coefficient of subgrade reaction becomes inversely
proportional to the radius of the plate.

The author'' determined the coefficient of subgrade reaction of a silty
clay experimentally. Circular plates of different radii, ro , were loaded to
produce various average prepressures, 15, between the plate and the sub-
soil. This static prepressure was maintained until the creep settlements
of the plates became negligibly small. An average stress, (5- , was then
repeatedly added to and subtracted from the prepressure, p. The result-
ing displacements were measured. Fig. 3 shows the results schemati-
cally. The coefficient of subgrade reaction, k is calculated by dividing
the alternating stress amplitude, ern, by the corresponding vertical dis-
placement, yn . The results may be summarized as follows:

(i) The coefficient of subgrade reaction decreased with an increase
of the alternating stress amplitude, an .

(ii) An increase of the static prepressure, 75, caused an increase of the
coefficient of subgrade reaction.

(iii) An increase of the radius, ro , caused a decrease of the coefficient
of subgrade reaction; however, this decrease was generally smaller
than (34), valid for the elastic half -space, would indicate.

The author and S. R. White have shown that the dependence of the
coefficient of subgrade reaction on the static prepressure can be rather
significant for some soils.

S. D. Wilson and E. A. Sibley19 have shown that the shear modulus
increases with an increase of the rate of load application. A modulus
value determined from velocity measurements was almost an order of
magnitude higher than that determined by means of static compression
tests. Typical data reported by R. V. Whitman" show a similar phe-
nomenon. Only for sands, the shear modulii obtained by seismic tests
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did not differ much from that determined by means of static compression
tests. Based on these results, it appears reasonable to assume that the
coefficient of subgrade reaction of some soils increases also with an in-
creased frequency of the load application.

Because the static prepressure, 75, and the radius, 7.0, of the foundation
are important parameters affecting the magnitude of the coefficient of
subgrade reaction, k. , the mass, mo , of the foundation should be expressed
as

1 2 -
MO = - rro p (35)

where
g = acceleration of gravity.

Substituting (11), (28), (33 ), and (35) in (5) and (6), the following
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expressions for the displacement amplitude, Yo, and the phase angle, 4), are
obtained:

Fo
Yo -

rro2k.

tan

where

2[ 1
1 + Cd°2 1

W

ro
n bi -w

43 -

+ [77 + th r0 coil' (36)

(37)
_1 - !1 1.(1021 b.)f2isf/

ro 4/kwao = - - 
vs p

(38)

The resonance frequency becomes

coo =
kg / k8g

.= /151 + vdo21 4/ p[i 7.+ c -2
vs02

ksg]-
75

(39)

the magnitude of ao , (10) and (34) are sub-
stituted in (38) to yield

do = -ro g

v fi

4pgGro

( 1 - p)Gs1)
4-yroG (40)

r( 1 - v)75G8

where
= pg = density of soil.

For most soils, with the exception of sand, the shear modulus obtained
by means of slow vibration tests is smaller than that obtained by seismic
velocity measurements and hence G/G. < 1. The specific weight of
soils, -y, is generally smaller than the average contact pressure between the
foundation and the subsoil, 2-5, and therefore 7/73 < 1. Since the founda-
tion is considered to be rigid, the magnitude of the radius, ro , must be
limited. An increase of the radius ro would require a corresponding in-
crease of the average contact pressure, j3. Hence, it is reasonable to
assume that cto is, for many materials, a small quantity and that eel() is
then small compared to one. For this case, (39) can be simplified to

wo -Ow/1A (41)

The amplitude at resonance, yor , for a constant exciting force, Fo , fol-
lows from (36)
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YOr =
Fo

ToTrekk[n bi - wo
V8

( 42)

and for a centrifugal exciting force Fo = mieocoe where m1 is the eccentric
mass and eo the eccentricity of the rotating weights:

YOr =
leocoo2

1[ rowo
irro2k. n + bi

V,

mieoy
[1

- -
rro2 p

(43)

The loss coefficient at resonance can be expressed by means of (29) and
(43) as

(i.oceo)

V,

mieog mieo

'Tr o2 PYor moYor.
(44)

It is now hypothesized that (36) and (37) describe the amplitude -

frequency response and the phase angle -frequency relation of a rigid
circular foundation on soil, provided the coefficient of subgrade reac-
tion, k8 the shear wave velocity, v. , and the loss coefficient of the soil
y, are determined experimentally and the constants e and bl are selected
according to the model of the rigid circular plate on the elastic half -

space as 0.26 and 0.76, respectively. For sand, with its relatively low shear
wave velocity, the term rocoo/v8 may exceed 1.5 and (36) to (39) are no
longer applicable.

The validity of this hypothesis can only be established by the evalua-
tion of the data obtained by means of vibration tests.

VIII. THE EVALUATION OF VIBRATION TEST DATA

Vertical vibration tests of rigid circular foundations on soil were
conducted by H. Lorenz12.23 in Germany, D. D. Barkan" in the U.S.S.R.,
M. Novik5.6 in Czechoslovakia, W. Heukelom13,14 in the Netherlands,
F. J. Converse22 of California Institute of Technology, and Z. B. Fry2'
of the U. S. Army Engineer Waterways Experiment Station. R. K.
Bernhard and J. Finelli" of Rutgers University used a rigid square
foundation.

A vertical sinusoidal exciting force, F, was applied to the foundation
and the resulting displacements were measured. Generally, these dis-
placements could be expressed with sufficient accuracy in terms of a
sinusoidal function.
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The weight of the foundation and its dimensions are considered to be
known quantities. They can be expressed in terms of the average
contact pressure between the foundation and the subsoil and the radius
of the foundation. In case of square foundations, the radius of an equiva-
lent circular foundation with the same contact area as the square
foundation was used.

The exciting force amplitude, Fo, is also considered to be a known
function of the frequency. For all these reported tests, the exciting force
has been produced by means of eccentrically rotating weights and
therefore, can be expressed as Fo = m1eow2.

The following experimental data can be obtained from a well con-
ducted foundation vibration test:

(i) The displacement amplitude -frequency response curve, yo (w), and
(ii) The phase angle -frequency curve, 43(w).

However, the measurements of the phase angle -frequency curve is rela-
tively difficult, and a number of investigators did not determine these
data. In some cases only the resonance frequency was measured.

Solving (5) and (6) with respect to Cs« and C.11 the following equa-
tions are obtained:

2Csa - Fo [moyowcos
(I) = irro2k.«

yo Fo

FoC8 3 = - sin = irro2k813
yo

(45)

(46)

k8a shall be defined as the "dynamic coefficient of subgrade reaction."
By means of (45) and (46) it is always possible to calculate the param-
eters C,« and C.,3, provided the mass of the foundation, mo , is known and
the force amplitude -frequency relation, Fo(w), the displacement ampli-
tude -frequency relation, yo(w), and the phase angle -frequency relation,
c13(w), have been determined experimentally.

Substitution of these values for C8a and C31 back in (5) and (6) will
obviously result in a perfect fit of the calculated amplitude -frequency
response curve and the phase angle -frequency curve with the experi-
mental data. However, according to (33), C8 is a function of the coeffi-
cient of subgrade reaction, k. . The coefficient of subgrade reaction, k
in turn is, as discussed previously, a function of the displacement am-
plitude, yo, and of the frequency, w. Due to the large amplitude changes
occurring close to the resonance frequency, even small nonlinearities of
the stress -displacement relation may cause a considerable change of the
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magnitude of the coefficient of subgrade reaction. From a single ampli-
tude -frequency response curve and the corresponding phase angle -
frequency curve, it is impossible to determine the effect of the displace-
ment amplitude on the parameters C.« and C.O. However, if the exciting
force amplitude is changed a number of amplitude -frequency response
curves and phase angle -frequency curves are obtained, and it is possible
to evaluate points of constant frequency at different displacement
amplitudes or of constant displacement amplitudes at different fre-
quencies. In this manner, the effect of frequency and amplitude on the
parameters C.« and C.,3 can be determined.

The loss coefficient, n of the vibrating system is defined by means of
(26). Substitution of (45) and (46) in (26) results in

sin (13
nit =

MOYOW2 + cos CD]
Fo

(47)

It should be noted that for phase angles cf. greater than 7/2, the denomi-
nator in (47) becomes a difference, and small experimental errors will
have a considerable effect on the calculated magnitude of the loss co-
efficient, n, . Furthermore, (47) shows again that the loss coefficient
does not depend on the spring constant, C. .

If the phase angle -frequency data are not available, C.a and C.# can
be calculated from the amplitude -frequency response curve for specific
frequencies only. For low frequencies, the phase angle cl) can be assumed
to be approximately equal to zero, at high frequencies equal to 7r, and at
resonance equal to 7/2. Unfortunately, for a centrifugal exciting force,
the displacement amplitudes at low frequencies are rather small and the
data become relatively inaccurate; at high frequencies, the exciting
force amplitude frequently exceeds the weight of the foundations and
no data are taken. It is always possible to select frequency dependent
functions in such a manner that an amplitude -frequency response curve
calculated by means of (5) will fit the experimental data. This is possible
for any arbitrary amplitude dependent function, C. (yo). However, there
is no physical significance in fitting one particular amplitude -frequency
response curve. A mathematical model capable of describing the vibra-
tions of a vibrating soil -foundation system should not only fit the am-
plitude -frequency response curve and the phase angle -frequency curve
of one particular test but should also predict the effect of a change in
radius, 7.0, of the foundation, of a change of the static contact pressure, 73,
and of a change of the exciting force amplitude, Fo .
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IX. RESONANCE DATA OF VERTICAL STEADY-STATE VIBRATIONS OF RIGID

FOUNDATIONS

A direct comparison of the data of vibrating rigid foundations shown
in the literature is complicated by the different units and nomencla-
ture used to express the results of these tests. In order to facilitate such
a comparison, data obtained at resonance have been collected and are
presented in Table I, using uniform units and nomenclature.

The authors of the publications used are listed in Column 2 of the
table.

The type of soil is shown in Column 3.
The radius, ro , of circular foundations is shown in Column 4 and is

expressed in feet. In case of a square foundation, such as used by R. K.
Bernhard and J. Finelli," the radius of an equivalent circular foundation
with the same contact area as the square foundation was used.

The average static contact pressure, p, between the foundation and the
subsoil is shown in Column 5 and is expressed in pounds per square foot.

Column 6 shows the angular resonance frequency, wo , expressed in
radians per second. Resonance occurs if the phase angle between the
exciting force and the resulting displacement is equal to r/2 or 90 de-
grees. For centrifugal excitation, resonance is sometimes determined by
the tangent to the amplitude -frequency response curve through the
origin. This is correct only for a linear damping force; however, the
possible error is small. Even the difference of the frequency at maximum
amplitude and the resonance frequency remains relatively small.

The exciting force amplitude, Fo , is listed in Column 7 in terms of
pounds. H. Lorenz23 and R. K. Bernhard and J. Finelli" reported some
results for which the exciting force at resonance becomes greater than
the weight of the foundation. These data are not included in Table I.

Column 8 shows the displacement amplitude at resonance in inches
multiplied by 103.

The loss coefficient at resonance, a dimensionless quantity, is listed in
Column 9 and has been calculated by means of (44).

The compression and shear wave velocities, v  and, v are shown in
Column 10 and are expressed in feet per second.

Column 11 shows the coefficient of subgrade reactions, k8 which is
defined as the ratio of the average stress caused by a static force acting
on a rigid circular or square plate to the resulting displacement. The
coefficient of subgrade reaction is expressed in pounds per square foot
per inch.

The type of data reported by the investigators are listed in Column 12.
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Table I shows clearly the need for more complete reporting of the
obtained test data and of associated significant soil parameters.

Some typical values of the compression and shear wave velocities for
different soils have been listed by D. D. Barkan" and are shown in
Table II.

X. EXPERIMENTAL VERIFICATION OF THEORY

Equation (29) shall now be used to predict the loss coefficient, iix ,

of vibrating rigid circular foundations. The results shall be compared
with the loss coefficient, n obtained by substitution of foundation
vibration data in (47 ).

Z. B. Fry21 of the U. S. Army Waterways Experiment Station reported
the results of vibration tests of rigid circular foundations on a silty clay.
Fig. 4 shows a typical amplitude -frequency response curve and the
corresponding phase angle -frequency curve. An average shear wave
velocity v8 = 475 ft/sec was determined for this soil.

Fig. 5 shows the loss coefficient, n obtained by substitution of the
shear wave velocity, v8 in (29). A loss coefficient of the soil of n = 0.1
was assumed, and, based on the model of the rigid circular plate on an
elastic half -space, the constants e = 0.26 and b1 = 0.76 were used.
Furthermore, for a number of frequencies, the loss coefficient, n was
calculated by substitution of the data shown in Fig. 4 in (47). The
agreement between the predicted and experimentally determined values
of the loss coefficient is very good. The data show that the loss coefficient
is affected to some degree by the magnitude of the exciting force am-
plitude.

The loss coefficient at resonance can be calculated by means of (44).
The resonance frequencies, coo, and the displacement amplitudes at
resonance, yo of foundations having different radii, 7.0, contact pres-
sures, 73, and exciting force amplitudes, Fo , are listed in Table I. The
data reported by Z. B. Fry21 for silty clay having a shear wave velocity
v. = 475 ft/sec are listed from numbers H -la to H -10d. The loss co-
efficients, n at resonance are shown in Fig. 6 as a function of the prod-
uct of radius and resonance frequency, rowo . The agreement between the
loss coefficient predicted by means of (29) and these experimental
values is excellent.

The resonance data obtained by M. Novak are shown in Table I
(A -la to A -10c). The tests were conducted on a loess loam. The loss
coefficients calculated by means of (44) are shown in Fig. 7. Unfor-
tunately, the shear wave velocity, v8 was not reported. Therefore, a
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TABLE II -COMPRESSION AND SHEAR WAVE VELOCITIES OF SOME
SOILS (FROM D. D. BARKAN)

Soil
Compression wave

velocity
[f t/sec]

Shear wave velocity
[ft/sec]

Moist clay 4920 500
Loess at natural moisture 2630 850
Dense sand and gravel 1575 820
Fine-grained sand 985 360
Medium -grained sand 1800 525
Medium-sized gravel 2460 590
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number of different shear wave velocities were substituted in (29) and
the resulting curves are also shown in Fig. 7. Table II shows a value of
the shear wave velocity of loess v8 = 850 ft/sec. The agreement of the
predicted values of the loss coefficient and the experimentally deter-
mined values at resonance are again very good.

Z. B. Fryn reported also the results of vibration tests on sand. The
resonance data, the radii, and the contact pressures are listed in Table
I (I -la to I -9d). A typical displacement amplitude -frequency response
curve and the corresponding phase angle -frequency curve is shown in
Fig. 8. The loss coefficients, n were calculated by means of (47) and
are shown in Fig. 9. No loss coefficient was predicted because the ex-
perimentally determined shear wave velocity decreased with an increase
of the frequency. Fig. 10 shows the loss coefficients at resonance of
foundations having different radii and contact pressures. The loss co-
efficient at resonance appears to be approximately constant. Fig. 11
shows the loss coefficients calculated by means of (47) for two founda-
tions having different radii. The figure shows that for this sand, the loss
coefficient is independent of the radius of the foundation. In order to
obtain the constant loss coefficient at resonance shown in Fig. 10, the
resonance frequency must be constant too. The resonance frequencies
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It may be concluded that the proposed mathematical model is capable
of predicting the loss -coefficient, n. , of a vibrating circular rigid founda-
tion on a cohesive soil. For sand, however, this model is not applicable,
and a different mechanism must be assumed in order to explain the
independence of the loss coefficient from the magnitude of the radius of
the foundation. The assumption of a dynamic arching effect causing the
vibration of a large sand mass of a definite radius may provide an in-
tuitive explanation.

The resonance frequency of the proposed mathematical model can be
determined by means of (39). The resonance frequency depends on the
coefficient of subgrade reaction, k8 , the static contact pressure, p, the
radius of the foundation, ro , and the shear wave velocity, v. . Equation
(39) can frequently be replaced by (41), which neglects the inertia
effects of the soil. It has been shown that these effects are relatively
small for cohesive soils and foundations of small radii. The coefficient
of subgrade reaction at the resonance frequency is generally slightly
higher than the statically determined value. Hence, neglect of the effect
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of the rate of loading in the numerator of (39) is often compensated by
neglecting the inertia effects in the denominator.

The assumption, that the resonance frequency can be calculated by
means of (41), is supported by the data obtained by D. D. Barkan"
shown in Table I (B -la to F-4). The calculated values of the resonance
frequency, based on static load -deflection tests, agree well with the ex-
perimentally determined values. The error in percent is shown in Fig. 12
as a function of the radius of the foundation. The error does not exceed
20 percent. In general, the predicted values of the resonance frequency
are higher than the experimentally determined ones. This was to be ex-
pected because the inertia effects of the soil are neglected in (41). Pos-
sible experimental errors may have caused the four predicted resonance
frequencies shown in Fig. 12 which were lower than the experimentally
determined values.

Unfortunately, to the best of the author's knowledge, only D. D.
Barka&6 determined the static coefficient of subgrade reaction in con-
nection with vibration tests of circular foundations. However, the dy-
namic coefficient of subgrade reaction can be calculated by means of
(45) provided the exciting force, displacement amplitude, and the phase
angle are known experimentally determined functions of the frequency.
The data shown in Fig. 4 were substituted in (45) and the dynamic
coefficient of subgrade reaction was calculated for three different dis-
placement amplitudes. The results are shown in Fig. 13. There is an
expected scattering of the data. However, it may be concluded that the
dynamic coefficient of subgrade reaction, kaa, decreases with an increase
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of the frequency, co, at a constant displacement amplitude, yo . Changes
of the displacement amplitudes result, however, in significant changes
of the coefficient of subgrade reaction.

Fig. 14 demonstrates the dependence of the dynamic coefficient of
subgrade reaction on the displacement amplitude. The dynamic co-
efficient of subgrade reaction decreases with an increase of the displace-
ment amplitude. For a constant frequency, the coefficient of subgrade
reaction as a function of the displacement amplitude can be expressed
with sufficient accuracy by the following empirical equation:

lc. (yo*Y
ka* \ o

( 48)
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where
n = 0.26 = experimental constant,
108* = coefficient of subgrade reaction at displacement amplitude

yo*, and
yo* = displacement amplitude used as reference amplitude.

The maximum displacement amplitude at resonance, yor = 0.0182 in., is
shown in Fig. 4 or in Table I, No. 5d and shall be used as reference
amplitude (yo* = yor). Resonance occurred at wo* = 95.4 Rad. sec-'.
Solving (39) with respect to the coefficient of subgrade reaction, one
obtains

108* = (**yro coo i
p *wo *2

[1 - E
v8

provided the resonance frequency,wo*, the shear wave velocity, v8 , the
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average contact pressure, /5*, and the radius, ro*, of the reference founda-
tion are known quantities.

By means of (11), (48), and (49) the dynamic coefficient of subgrade
reaction k8a can be written as follows

p wo
_* *2 [1 - E

Vaksa - ) (yo*Y

[1 - c (re*w°*)21\ yo
v.

(1.0*co

(50)

Equation (50) is plotted in Fig. 13 for four values of the displacement
amplitude, yo, and in Fig. 14 for two values of the angular frequency, co.
A comparison of the data obtained by means of (45) with the plot of
(50) shows that the results are compatible; however, the scattering of
the experimental data prevents a direct verification of (50).

So far, the radius of the foundation, ro , and the subsoil were assumed to
remain constant. Now, however, the effect of a change of the radius
and the contact pressure on the natural frequency of rigid circular
foundations shall be considered. From (:39) follows

coo*

21 + E (1 ks*g
vs 75*

1 + r (1 1 p2c (7' ° (1±) (13:c)* ro* lc.* 75

(51)

The asterisk indicates known quantities used for a reference founda-
tion.

The coefficient of subgrade reaction is, as mentioned before, a function
of the displacement amplitude, the radius of the foundation, the contact
pressure, and the rate of loading. The author'' proposed the following
expression for the coefficient of subgrade reaction subjected to fluctuating
loads

( a - c*) r -±k

(1-r)
+ c* p

ks yo* "(52)
___. _____

lc,* yo ro P

where n, r, c*, and p are experimentally determined constants. If these
constants are assumed to be zero, then (52) is proportional to (34) which
is valid for the case of the elastic half -space, n indicates the amplitude
dependent nonlinearity of the coefficient of subgrade reaction. An in-
crease of the stiffness of the soil with depth is considered by the term
(ro*/r0)(1-r), and the effect of the contact pressure is indicated by (75/13*)P.
It shall be assumed that the coefficients of subgrade reaction for fluc-

2
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tuating loads were determined at a frequency in the range of the reso-
nance frequencies of the vibrating foundations. Hence, no provision is
made in (52) for the effect of the rate of loading. Substituting (52) in
(51) one obtains

(Yor*r2 (070--) r
\ - c* c* y (7°)(11

0)0 uOr , ro \75* Vo*

X

2

1 + ks*g
vs p*

1 + r ro*yk.*g (yor*)" .)'a p*(75*)

-*p Mir /
7.0

(1-r1
[1 - c* c* P

p ro*J-

(53)

Fig. 15 shows the angular resonance frequencies of the rigid circular
foundations reported by Z. B. Fry2i for silty clay as a function of the
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displacement amplitude at resonance. These data are listed in Table I,
No. H -la to H -10d. Z. B. Fry21 reports furthermore, that the shear
modulus determined by seismic methods does not change significantly
with depth below the surface for this silty clay. Hence, it may be as-
sumed that the constant, r, in (52) and (53) becomes approximately
zero. Furthermore, it can be assumed that the effect of the static contact
pressure can be neglected, since the overburden does not increase the
shear modulus significantly. Hence, c* is assumed to be small compared
to unity. With these assumptions, (53) simplifies to

COO

COO *

tyor,v/2 (154:\ trey

?kr ) ) ro

(7.0*)21 + c lc',*9-
va

\E
(ro*)2 ics*g (re) (34) (yor*y

s p ro p Yor -

(54)

where
coo* = 95.4 Rad/sec = angular resonance frequency of reference

foundation in Table I, No.
H -5d,

YOr = 0.0182 in. = amplitude at resonance of reference foundation,
ro* = 3.65 ft = radius of reference foundation,
_* = 738 lb/ft2 = average static contact pressure of reference

foundation,
c = 0.26,
g = 386 in./sect = acceleration of gravity,
v. = 475 ft/sec = shear wave velocity,
n = 0.26 = experimental constant determined from Fig. 14, and
ka* = coefficient of subgrade reaction for reference foundation calcu-

lated by (49).

For the contact pressure P = 75.* = 738 lbs/ft2 and the radius ro =
ro* = 3.65 ft, the angular resonance frequency of the reference foundation
is obtained and shown in Fig. 15 as a function of the displacement
amplitude at resonance, yor . This curve fits the corresponding experi-
mental data very well, which was to be expected from the results shown
in Fig. 14. For a contact pressure p = 612 lbs/ft2 and a radius ro = 3.65
ft the maximum values of the angular resonance frequencies of the
here considered foundations are obtained. For p = 612 lbs/ft2 and r0 =
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5.17 ft follow the minimum values. They are also shown in Fig. 15 as
functions of the displacement amplitude at resonance. The experimental
data and the curves computed by means of (54) show good agreement.
It should be realized that the changes of the radii and the contact pres-
sures were relatively small and their effects on the resonance frequency
appear to be in the same order of magnitude as the possible experi-
mental errors of measuring the resonance frequency. However, the
dependence of the resonance frequency on the displacement amplitude
is clearly demonstrated.

The resonance frequencies obtained by M. Novak on a loess loam are
listed in Table I, No. A -la to A -10c. They are shown in Fig. 16 as a
function of the displacement amplitude at resonance. Again it is appar-
ent, that the resonance frequency decreases with an increase of the dis-
placement amplitude; however, not as rapidly as in Fig. 15. Unfor-
tunately, no detailed description of the soil properties is available;
however, it has been shown in Fig. 7 that an assumed shear wave veloc-
ity vs = 800 ft/sec allowed the prediction of the loss coefficient with
good accuracy. Hence, the term r (ro/v8)2 becomes small compared to
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one and can be neglected in (53). Equation (53) can then be written
* nI2 -* ,71 P

=
(YOr [ -c*)0 c* ()1. (55)

(.0.) YOr ro

For each set of data shown in Fig. 16 follows n = 0.18. Assuming c* R.,' 1

and p = 0.38, (55) becomes
n/2 50-M 0.09 4i* 0.31Y *Or= (56)

COO YOr Jar

Equation (56) shows the effect of a change of the displacement ampli-
tude and of the contact pressure on the resonance frequency for the
data shown in Fig. 15. The agreement between the resonance frequencies
calculated by use of (56) and the experimental data is excellent.

The assumption of c* ti 1 in (56) results in a resonance frequency
which is not affected by a change of the radius of the foundation. Since
this is possible only if the overburden increases the stiffness of the soil,
the stiffness of the soil must also be affected by the magnitude of the
contact pressure 73. Hence, an experimental constant p = 0.38, which
indicates the effect of the contact pressure on the stiffness of the soil,
is reasonable.

The effect of a change of the radius of the foundation on the resonance
frequency shall now be discussed. The resonance frequencies of the
foundations described by (54) decrease with an increase of the radius.
The decrease of the resonance frequency is approximately proportional
to the square root of the radius. A similar relationship between the
resonance frequency and the radius of the foundation was established
by G. P. Tschebotarioff24 who evaluated the performance records of a
limited number of existing engine foundations. However, foundations,
which are described by (56), are independent of the radius. H. Lorene
reported an increase of the resonance frequency due to an increase of
the radius. This apparent contradiction is readily explained by the
proven nonlinearity of the coefficient of subgrade reaction. The exciting
force in all test results here reported was produced by eccentrically
rotating weights. Therefore, the ratio of the displacement amplitudes at
resonance becomes, by means of (43 ),

yor* (mi*e0*) (wo*y kg 7.0
2

mie0 / coo7/or(ro*
b1

70(00* ro COo (57)
r0 WO

L

ro *wo *

bn
vs
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Substituting (57) in (52) and solving for the ratio of the displacement
amplitudes at resonance and substituting this ratio in (53) the follow-
ing expression for the resonance frequency is obtained:

0:0

(A:0

where

Cl -

C9 -

imi*eo*\n/2

-/Mie0 ) ro P

1 - c + c* ).0
* (I-r) 13 P 1* 02 . 4(1-n)) ,v* C10ci)1[

ro

n
wo

(yor*\ /'0(73*)1
vs llOr )'o*o*

*

1 +

(1-r)
[1 C* C*

* *

b1 1.° w°
vs

(ro*Y k s*g

\ J

(58)

* 2 L * * ,, 1 -hr

e (r° A-2Lf Y =
v, P-* YOr J 1.0* P

[1 - C* C*

(1-r)
P*)131

Since n < 1, (yor7yor)n, and c1n/2 are approximately equal to one. For
c = 0, (58) becomes

(Co
(nti*e0*\n/2

p* ?(1-n)

mieo ro

( ))o*k,*g1 + r - _*
vs p

\ (1-1-r)

vs p* ro*
P*)
15

4(1-n)
(59

For c* = 1, it follows

(CO
mi*eo* ni2 n 4(1--n-p)

* =.
0:0 Mien ro* P

ro*)2 Ics*g
1 + e (-v *

-4(1-n)
(60)[

ro*) k.*g (7.0 )2 (1-P)
--[1 + e ---1:
v, p ro P
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The resonance frequencies of vibrating foundations which are expressed
in terms of (59) are affected by the nonlinearity of the coefficient of
subgrade reaction. For relatively small foundation radii and relatively
large nonlinearities expressed by the experimental constant, n, an
increase of the radius may result in an increase of the resonance fre-
quency. For large foundation radii and small nonlinearities, however,
the frequency should decrease for an increase of the radius. Resonance
frequencies expressed in terms of (60) should show an increase of the
resonance frequency with an increase of the radius.

Equations (59) and (60) show also the effect of the contact pressure,
p, on the resonance frequency. Generally, the resonance frequency de-
creases for an increase of the contact pressure, however, at a rate less
than expected from purely elastic considerations. The nonlinearities
expressed by the experimental constant, n, in (59) and (60) reduces the
effect of the contact pressure which is proportional to the mass of the
foundation. The stiffening effect of the contact pressure is expressed
by the experimental constant, p. The value of p = 0.38 was used to
express the data shown in Fig. 16. In the plate bearing tests conducted
by the author and S. R. White's, a value of p = 1.859 was obtained. For
such a soil, an increase of the resonance frequency with an increase of
the static contact pressure should be expected. In other words, the
increase of the mass of the vibrating system is more than compensated
by the resulting increase of the stiffness.

It may be stated, that the proposed mathematical model is not only
not contradicted by the available experimental data obtained on silty
clay and loess loam, but that there is a satisfactory amount of evidence
supporting this theory.

Equation (45) was also used to calculate the dynamic coefficient
of subgrade reaction for sand. The amplitude -frequency response curve
and the phase angle -frequency curve shown in Fig. 8 were used for the
calculation. The dynamic coefficient of subgrade reaction, k,a, divided
by the contact pressure, p, and multiplied by the acceleration of gravity
is shown in Fig. 17 as a function of the frequency. The data show a strong
dependence on the frequency. The dynamic coefficient of subgrade reac-
tion decreases rapidly if the frequency is increased. This phenomenon
was to be expected, because the loss coefficient increased rapidly with an
increase of the frequency as shown in Figs. 9 and 11. However, the shape
of the dynamic coefficient of subgrade reaction -frequency curve does
not agree with the shape of the function a shown in Fig. 2. Hence, the
proposed mathematical model of the vibrating rigid circular foundation
is not applicable to foundation -sand systems. The dynamic coefficient



A VIBRATING SOIL -FOUNDATION SYSTEM 219

of subgrade reaction was also determined for two additional foundations.
The amplitude -frequency response curves and the phase angle -frequency
curves of these foundations were also provided by Z. B. Fry" of the
U.S. Waterways Experiment Station. The dynamic coefficients of
subgrade reaction divided by the contact pressure and multiplied by the
acceleration of gravity for these additional foundations are also shown in
Fig. 17. There appears to be a difference of the dynamic coefficient of
subgrade reaction divided by the contact pressure for low frequencies.
For higher frequencies, however, the data are practically identical. This
implies a coefficient of subgrade reaction proportional to the contact
pressure and independent of the radius of the foundation. The inter-
section of the w2 -curve with the data indicates the resonance frequency.
For the three sets of data shown in Fig. 17, the resonance frequency
appears to be constant. In order to verify this assumption, all the reso-
nance frequencies reported by Z. B. Fry" are shown in Fig. 18 as a func-
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Lion of the displacement amplitudes. For all practical purposes, the
resonance frequencies for these circular foundations on sand are constant,
independent of displacement amplitude, radius, and contact pressure.
The data by F. .J. Converse" listed in Table 1, No. J -la to J -7s, show
a dependence on the applied force amplitude but appear to be relatively
independent of the contact pressure and the radius. A mechanism
describing the vibrations of circular foundations on sand must be differ-
ent from the here proposed mathematical model. Arching of sand has
probably a significant effect on the vibrations of foundation -sand sys-
tems. For engineering purposes, it appears to be sufficient to determine
the resonance frequency and the loss coefficient with a small vibrator
and to assume an identical resonance frequency and loss coefficient of
the planned foundation. The suggestion by G. P. Tschebotarioff25
of providing cavities near the four corners of machine foundation blocks
which could be filled, or emptied, to change the weight of the block by
15 to 20 percent would have no or only an insignificant effect on the
resonance frequency and the loss coefficient of foundations on sand.

The effective mass of a vibrating rigid circular plate on an elastic
isotropic homogeneous half -space is determined by (15). The mass of
the half -space vibrating in phase with the plate becomes

(2

-9 (61)
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where
m8 = mass of half -space vibrating in phase with plate.

The ratio of the soil mass to the mass of the plate becomes, by means
of (61), (33), and (35),

m. /cf (roy.
mo 73 v.

Substitution of (49) in (62) gives

(0000)2
t'

m8 Vs

MO (rOW0)21 -

(62)

(63)

The validity of (63) is limited to values of rocoo/v8 S 1.5. For this value,
the ratio of the participating soil mass to the mass of the vibrating plate
becomes 1.41. For most vibrating foundations listed in Table I, this
ratio becomes considerably smaller and the participating soil mass, m, ,

becomes insignificantly small for small foundations. This conclusion is
apparently contradicted by the theoretical and experimental investiga-
tions of W. Heukelom.13,14 However, it is readily shown, that the
amplitude dependent nonlinearity of the soil, which he recognized but
neglected, can account for this apparent contradiction. The dynamic
stiffness can be calculated by means of (20) from experimentally de-
termined displacement amplitudes and phase angles. The vibration
data obtained by Z. B. Fryn shall be used again to calculate the dynamic
stiffness. The displacement amplitude -frequency curve as well as some
values of the dynamic stiffness, calculated by means of (20), are shown
in Fig. 19. No provision was made to account for the nonlinearity of the
load -deflection characteristic of the soil. W. Heukelom"." fitted to such
experimental data the following function:

S = S 1,8_0 - m82 for w =< wo

3

S
(COO) w2 for coo

The constants S 1,8=0 and m representing the static stiffness and the
participating soil mass, can be selected to fit the experimental data very
well indeed. This equation would indicate a constant participating soil
mass, in for frequencies below the resonance frequency and a partici-
pating soil mass, m8(wo/co)3, decreasing with an increase of the frequency
for frequencies greater than the resonance frequency. The magnitude of
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Fig. 19 - Effect of the displacement amplitude on the dynamic stiffness.
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the participating soil mass becomes considerably larger than that ob-
tained by (63 ).

The dynamic stiffness of the proposed mathematical model is obtained
by substitution of (33), (28), and (11) in (21)

).012TS = rrek. V[i - 1.01 -+ [17 + bi (±". (64)

and by substitution of (48) as

s (Yon ' /00, row
\ Yo / 1/[1. - (T) [n 1)1 (Ts )1

2 2 2

where k8* is determined from (49). For the resonance frequency, irro2ka
becomes 420,000 lbs/in. The displacement amplitude at resonance
Yor = yo* = 0.0495 in. and the experimental constant n = 0.26 are used
for the calculations. The solid line in Fig. 19 indicates the dynamic stiff-
ness for a constant displacement amplitude yo = yo* = yo, . As is to be
expected, this curve fits the data only at the resonance frequency. The
dotted line, however, shows the corrections made to account for the
amplitude dependence of the dynamic stiffness expressed by (yo*/yo)"
The displacement amplitude, yo , at each frequency is taken from the
displacement amplitude -frequency curve also shown in Fig. 19. The
dotted curve fits the experimental data very well. It should be noted
here that this curve was rationally developed and not obtained by direct
fitting of data. It may be concluded that the reduction of the dynamic
stiffness close to resonance is caused by the amplitude dependent non -
linearity of the load deflection characteristic of the soil -foundation sys-
tem and not by a frequency dependent mass or a frequency dependent
coefficient of subgrade reaction. Even a small nonlinearity will cause a
significant change of the dynamic stiffness close to resonance due to the
large amplitude changes occurring in this frequency range. Again, the
proposed mathematical model is applicable only for cohesive soils and
no attempt was made to calculate the dynamic stiffness of sand -founda-
tion systems.

XI. SUMMARY AND CONCLUSIONS

(65)

The displacement amplitudes and the phase angles of vertically
vibrating rigid circular foundations on soil have been expressed in
terms of the average static contact pressure between the foundation and
the subsoil, the coefficient of subgrade reaction for fluctuating loads, the
magnitude and frequency of the exciting force, the radius of the founda-
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lion, the loss coefficient of the soil, the shear wave velocity, and two
theoretically derived constants accounting for the inertia effects of the
soil. The nonlinear stress -deflection characteristic of the coefficient of
subgrade reaction as well as the dependence of the coefficient of sub -
grade reaction on the radius of the foundation and the average contact
pressure between the foundation and the subsoil have been considered.
The derived mathematical model describes, as a limiting idealized case,
the vibrations of rigid circular plates on an elastic isotropic homogeneous
solid. Furthermore, it is capable of expressing the static load -deflection
characteristics of rigid circular foundation on soil and, as a limiting
case, on an elastic half -space.

Based on this mathematical model, the following behavior of a vibrat-
ing soil -foundation system should be expected:

(i) An increase of the exciting force amplitude results in a decrease
of the resonance frequency of the vibrating foundation. This
effect is caused by the nonlinearity of the coefficient of subgrade
reaction.

(ii) An increase of the radius of the foundation when maintaining a
constant contact pressure and exciting force can result in either
an increase or a decrease of the resonance frequency of the
vibrating soil -foundation system. For large foundations an
increase of the radius will generally result in a decrease of the
resonance frequency. For smaller foundations the nonlinearity
of the coefficient of subgrade reaction and the increase of the
stiffness of the soil with depth may cause an increase of the
resonance frequency for an increase of the radius of the founda-
tion. For small nonlinearities of the coefficient of subgrade
reaction and small increases of the stiffness of the soil with
depth, an increase of the radius of the foundation will cause a
decrease of the resonance frequency.

(iii) An increase of the contact pressure will generally lower the
resonance frequency, however, less than would be expected from
purely elastic considerations. The nonlinearity of the coefficient
of subgrade reaction and the increase of the coefficient of sub -
grade reaction with an increase of the applied static contact
pressure explain this phenomenon. For some soils an increase
of the contact pressure could possibly result in an increase of
the resonance frequency if the coefficient of subgrade reaction
increases very rapidly with an increase of the static contact
pressure.

(iv) The loss coefficient, expressing the damping of the vibrating
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system, increases with an increase of the radius of the foundation.
The inertia effects of the soil or of an elastic half -space account
for this behavior.

(v) The displacement amplitudes increase less than proportional
to the amplitudes of the exciting force. Again, the nonlinearity
of the coefficient of subgrade reaction explains this phenomenon.

The predicted behavior of a vibrating soil -foundation system is well
supported by the available experimental evidence. An evaluation of
experimentally determined amplitude -frequency response curves and
phase angle -frequency curves support, furthermore, the validity of the
proposed mathematical model for cohesive soils. It is shown, that the
soil mass vibrating in -phase with the foundation is considerably smaller
than was previously expected. It should be noted, however, that this
mathematical model is not applicable to foundations on sand. For this
case, the resonance frequency and the loss coefficient, remain practically
constant, independent of changes of the radius of the foundation or the
contact pressure.

APPENDIX

Notation

The following letter symbols have been adopted for use in this paper:
C8 = static spring constant of rigid circular plate on elastic half -space

or load -displacement relation of circular foundation on soil.
Co = experimentally determined constant used to express the non -

linearity of load -displacement relation of circular foundations on
soil.

D = dissipated energy per cycle.
F = Foe wl+49 = harmonic exciting force acting on plate or foundation.
Fo = amplitude of exciting force acting on plate or foundation.
F8 = f (y) = nonlinear force -displacement function.
P = = force acting between plate or foundation and half -

space or subsoil.
F0 = force amplitude acting between plate or foundation and half -

space or subsoil.
G = shear modulus of elastic half -space.

G. = dynamic shear modulus of half -space.
S = Po/yo = dynamic stiffness.
U = stored energy.
U8 = energy required for the deformation of the half -space.
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ao = row V p/G. = frequency factor.
aor = rowo VIT/V = frequency factor at resonance.
ao = (ro/v,) 1/C8/mo = (ro/v8) Vkag /75.
b = damping constant of linear vibrating system.

bl = 0.76 = constant used to approximate function f3.
bo = mo/Proa = mass ratio.

C* = experimental constant used to express the coefficient of subgrade
reaction.

e = base of natural logarithms.
eo = eccentricity of rotating masses of vibrator.
fl = function of the frequency factor and Poisson's ratio.
f,o=

ao-o
f2 = function of the frequency factor and Poisson's ratio.
g = acceleration of gravity.
i=1/-1.

Ica = coefficient of subgrade reaction.
ml = eccentric mass of vibrator.
mo = mass of circular plate or foundation.
pia = mo m8 = effective vibrating mass.

m, = participating soil mass.
n = experimental constant used to express the nonlinear load -dis-

placement relation of circular foundations on soil.
= average static contact pressure between foundation and subsoil.

p = experimental constant used to express the increase of the coeffi-
cient of subgrade reaction with an increase of the static contact
pressure.

ro = radius of rigid circular plate or foundation.
r = experimental constant used to express the increase of the stiffness

of soil with depth below ground level.
t = time.

v8 = shear wave velocity of soil.
v, = compression wave velocity of soil.
y = displacement of plate or foundation.
yo = displacement amplitude of plate or foundation.

= acceleration of plate or foundation.
yo. = displacement of foundation due to static load.
yor = displacement amplitude of plate or foundation at resonance.
.43 = phase angle between exciting force and displacement of plate or

foundation.
= phase angle between force acting between the plate and the half -

space and the resulting displacement.
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= specific damping capacity of soil.
a = (A2 + f22) = function expressing the inertia effect of the

half -space on the restoring force.
ao = a (aor).
0 = f2f10/ (L2 + 122) = function expressing energy losses due to wave

propagation.
= density of half -space or soil.

f. = constant used to approximate function a.
= loss coefficient of soil.

n, = DR/27U8 = loss coefficient of vibrating plate or foundation.
v = Poisson's ratio of half -space or soil.
p = mass density of half -space or soil.
w = angular or circular frequency of vibrating system.

wo = angular resonance frequency.
* The asterisk is used as a superscript to designate fixed known or

experimentally determined quantities.
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