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The function of the angle -error detector is to provide pointing -error
signals to the ground antenna control system, which allows operation in
the autotrack mode once the satellite beacon has been acquired. The limita-
tions on the accuracy of this system imposed by noise, phase jitter and
Doppler effects are evaluated and the optimum design in terms of minimum
mean -square error is developed. Design examples are given for both the horn -
reflector antenna autotrack system and the precision tracker antenna system.

I. INTRODUCTION AND SUMMARY

To insure the acquisition and accurate tracking of the Telstar com-
munication satellites, a sequence of tracking modes is provided at
the ground stations in Andover, Maine and Pleumeur-Bodou, France.'

Initial pointing directions to both the precision tracker2 and the
horn -reflector antennas are provided from orbital data appropriately
processed and up -dated for each satellite pass. Once the precision tracker
acquires and tracks the satellite, the horn -reflector antenna can use the
pointing directions received from the precision tracker control system
to acquire the satellite beacon signal in its narrow beamwidth. Finally,
the autotrack system3 provides closed -loop automatic control of the
horn -reflector antenna using error signals derived from the satellite
beacon. *

* After orbital data becomes sufficiently accurate, it is possible for the horn
antenna to acquire the satellite from initial pointing directions and then go
directly into the autotrack mode without using the precision tracker.
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The detection of these error signals is accomplished in the system
described in this paper. The inputs to this system are obtained by
means of a mode separation technique' in the waveguide of the horn
antenna, one mode having a peak amplitude on target, the other having
a null, similar to the sum and difference signals in conventional mono -
pulse tracking systems. The characteristics of these input signals and
noise are discussed in Section II. An analysis of the phase -lock de-
tection scheme which converts these inputs into the desired antenna
pointing -error signals is given in Section III. The accuracy of these
pointing -error signals is shown to be critically dependent upon the
degree of phase coherence achieved by the phase -lock loop, which is
discussed in Section IV. The design of the phase -lock loop to minimize
the mean -square phase error in the output signals is considered in
Section V.

In Section VI a numerical example is given for the optimum design
of the phase -lock detector in the vernier autotrack system. Since the
precision tracker also uses essentially the same angle -error detection
scheme, a parallel design of this system is included for comparison.

II. INPUT SIGNAL AND NOISE CHARACTERISTICS

The function of the angle error detector is to develop electrical error
signals proportional to the pointing angle error, #, between the antenna
boresight and the actual satellite position. The expressions for the
desired output error signals are

Ey = Q COS co

e,, = # sin go
(1)

where x and y are Cartesian coordinates in the plane normal to the
antenna boresight (electrical) and is the angle which the projection
on the x -y plane of the radius vector, R, to the satellite makes with the
x-axis, (see Fig. 1).

The information on the parameters a and co necessary for the error
signals (1) is contained in the amplitude and phase, respectively, of
the difference channel received signal relative to the sum channel*
received signal. For a pointing error, ft, which is within the beamwidth

* The designations "difference" and "sum" channels are carried over from
conventional monopulse usage. For the autotrack system, these terms should be
"TM10" and "TE,," channels, respectively. This analysis is applicable to a single
plane in conventional (linearly polarized) monopulse if the angle co is taken to be
0 or 180 degrees.
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Fig. 1 - Pointing error, 19, and the angle v in the x -y plane which determine
the orthogonal error signals: es = cos fp; ey = # sin v.

of the sum pattern (the TER mode pattern in the horn -reflector an-
tenna), the received signals in the sum and difference channels can be
expressed as3

e, (t) = E.(R,13) cos ((ha Oi(t)) N.(t)

ed(t) = ni3E,(R,#) cos (coat 0i(t) (p) Nd(t)

where

cob = 27 X frequency of satellite beacon transmitter,
1? = range of the satellite,

E.(R,O) = sum channel signal amplitude,
n = difference channel relative sensitivity,

1 AEd=
E. AO 0-0

and

(2)

0, = 0,(t) On(t), is the signal phase relative to a reference phase,
0r = 0, plus a random phase fluctuation, On(t), discussed
below.

N8(t) and Nd(t) are the thermal noise components at the inputs of
the sum and difference channels, respectively, whose one-sided power -
spectral densities are assumed identical and equal to

4)N = kT watts/cps (3)

where

k = 1.38 X 10-23 watt-sec/°K
T = equivalent receiver noise temperature, °K.
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The random phase fluctuation, 0,;(t), results from the frequency
instability of the various oscillators in the system, principally the
beacon oscillator in the satellite, since elaborate frequency stabilizing
techniques are not feasible from weight and space considerations. The
one-sided spectral density of the resultant phase fluctuation can be
expressed as

42)0= rad2/cps
Tceco-

where

(4)

T = equivalent coherence time of the system oscillators.4
For the purpose of this analysis, the thermal noise terms in (2) will

be represented by the usual in -phase and quadrature notation"

N(t) = X(t) cos (wbt + 0) + Y(t) sin (wbt + 0i)

where X(t), Y(t) = independent Gaussian random voltages with one-
sided power spectral density, 2CDN , with (13N given in (3).*

With identical receivers in the sum and difference channels which
amplify the signals (2) by a factor K0 and reduce the center frequency
from (.01, to an intermediate frequency, coi = 2ir X 60 mc, the input to
the sum and difference channels of the coherent angle -error detector
can be represented by

e,i(t) = Ko[E8(R,13) cos (uht 04(t))

 X3(t) cos (wit + 0,(t))

 Y8(t) sin (wit 0,(0)]

cd,(t) = Ko[nOE3(R,13) cos (wit + co + 0,(0)

 Xd(t) cos (wit 0,(t))

 Yd(t) sin (wit + 0,(0)]

where X.(0, Xd(t), NO, Yd(t) have identical one-sided power density
spectra 2013N band -limited by the IF bandwidth, B1F , hence have mean -
square expected values, X2 = Y2 = (13NBIF 

(5)

III. LINEAR ANALYSIS OF COHERENT ANGLE -ERROR DETECTION SYSTEM

A block diagram of the coherent angle -error detection system is
given in Fig. 2. The coherence between the input error signal and the

* The fluctuation of Oi due to Doppler and random phase effects is assumed to
have negligible effect on the power spectral densities of X(t) and Y(t).
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Fig. 2 - Coherent angle -error detection system block diagram.

local reference signal is achieved through the action of the phase -lock
loop. The mixers and detectors indicated by circles in Fig. 2 are assumed
to be ideal multipliers with unity gain. The AGC action is assumed to
respond perfectly to variations in the sum channel signal level, so the
gain of the 60 -me IF amplifiers in both channels can he expressed as

Ki(ec) - E = constant. (6)
Es(R, t3)

Using (5) and (6), the input to the mixers in each channel in Fig. 2
can he written

)C
e82(t) = KoE[cos (wit + oi) + -2- cos (wit + Oi)

Es

Ys- sin (wit + Oi)
Es

(7a)
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ed2(t) = KoE[nO cos (wit + co + et) + Xd
cos (wit + oti)

-0-;sn
(wit + Oi)

Yd
i

where the dependence of Es on R and # and the time dependence of
Oi , X, and Y is understood, but not indicated explicitly in (7) and the
subsequent analysis, to simplify the equations.

The other input to the mixers is the output of the voltage -controlled
oscillator (VCO) in the phase -lock loop, which has the form

ev(t) = E cos (wet + 0u) (8)

where wv = 2r X 65 me and 0, = 0,(t) is the instantaneous phase of
the VCO output, determined by the operation of the feedback loop in
the sum channel, which is discussed in the next section. Multiplying
(7) and (8) and taking only the low -frequency (5-mc) components
gives at the outputs of the 5 -me IF amplifier in the sum and difference
channels (see Fig. 2)

e,3(t) = E3 COS (coot - Oi + 0v) + .2P cos (wot - 0i ± 0)

- R-.178 sin (wot - 0i + 001

ed,(t) = E3[n# cos (coot -co - 0i + 0v)

Xa Yd+ cos (041 Oi Ov) -E sin (coot - Oi 00
sE,

where

(7b)

(9)

E3 = z KoK2KmEE K,,, = mixer gain, (volts)-'

coo = - = air X 5 mc.

The difference channel voltage, ed3(t), is applied to the coherent
detectors. The other input to these detectors comes from the 5 -me
reference oscillator which produces signals

e, = Er cos coot

ery = Er sin coot

for the detection of the desired x and y error components given in (1).
The phase of these signals is the reference phase, 0,. = 0.

(10)
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The low-pass filters following the coherent detectors pass only the
baseband components of the products (ea,  eri) and (ed,erv). Using
(9) and (10) these baseband components are

Cedz = A[ni3 cos (<p + 0, - cos (oi -

Yd sin (e
-By)ft

Xd
edy = A[no sin (co + 0, - ov) sin (0i - 0)

Y- d cos (0i - Ord

where

A = 2KdE3E, = channel amplification factor

Kd = detector gain, (volts)-'.

If the phase -lock loop is tracking properly, the phase of the VCO
output, 0,, , will follow closely the phase of the input, Oi . Assuming
that the rms value of (0i - 0,) is small compared to 1 radian, then the
following approximations hold with high probability*

sin (0i - 0,) (0i - 0)
cos (0i - 0,) = 1

and the coherent detector outputs (11) can be expressed in the approxi-
mate form

Xd
edx Anf3 cos co - A(7713 sin - -)(0, - Or) + A -To

Es

Xd
ed,, = Ani3 sin co + A(0 cos co +

Es
-)(o, - -A Es 

(12)

The first term in each of the expressions in (12) is the desired error
component, given in (1), amplified by the total difference channel
gain, An. The second term represents the perturbation due to the lack
of perfect phase coherence, while the third term represents the contri-
bution of thermal noise in the net noise bandwidth of the difference
channel.

* The validity of these assumptions is discussed in the next section.
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The achievement of good phase coherence in the detector outputs (12)
over the expected range of satellite tracking conditions is the objective
of the phase -lock loop analysis and design described in the following
sections.

IV. PHASE -LOCK LOOP ANALYSIS

The coherent detection of the control error signals depends on the
performance of the phase -lock loop in the sum channel (see Fig. 2).
The loop must be capable of following the change of phase of the input
signal due to frequency instability of the source and Doppler shift and
also discriminate against random phase fluctuations caused by thermal
noise. These requirements are somewhat contradictory, the former
requiring a wide loop bandwidth and the latter requiring a narrow
loop bandwidth. Proper design of the phase -lock loop must therefore
be based on the best compromise of these requirements consistent with
the expected variation of the signal phase and the expected random
phase fluctuation.

The sum channel voltage, e,3(t) at the input to the bandpass limiter
is given in (9). The effect of the limiter can be closely approximated as
multiplying this voltage by a limiter suppression factor, a, which
increases from 0 to 1 as the signal-to-noise ratio at the limiter input
increases from 0 to 00. This limiter action is discussed in Appendix A.

The limiter output voltage, e,, (t) = ae(t) is applied to the phase
detector in the sum channel, together with the reference signal, er, ,

given in (10). The baseband component of the phase detector output
is therefore

eb(t) = (ery ae)6
or, from (9) and (10)

eb(t) = aA[(1 X)
sin (0i - 0,,) - 178 cos (0i - 001

To develop an approximate linear model for the phase -lock loop, the
following two assumptions are made:

(i) the phase error (0i - 0,) is sufficiently small to permit the approxi-
mations sin (0i - 0) Oi - 0 , cos (0i - 0) -÷- 1, and

(ii) the noise component, X(t), is assumed small in the rms sense com-
pared to the signal amplitude, E. .
Using these assumptions, the phase detector output (13) can be written
in the approximate form

eb(t) = «A 0;(t) - 0,(t)
Y.(1)Jg j 

(13)

(14)
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The low-pass filter passes the baseband component eb(t), producing
a voltage ef(t) which causes the frequency of the VCO to vary from
the center frequency, co = 2ir X 65 mc, with a proportionality constant,
K radians per second per volt. The instantaneous phase of the VCO
output is therefore

0(t) = Kf ef(t) dt, radians.

The transfer function of the VCO over the range in which this pro-
portionality holds is then

Ms) K,
ef(s) s

For a phase -lock loop which is stable over a large range of loop gain
variations and which has zero steady-state phase error for a phase
ramp input (step frequency change) the low-pass filter should have a
transfer function of the form

F(s) ef(s) 1 + Ts-
cb(s)

(15)

(16)

This transfer function has been shown6 to yield optimum loop per-
formance for phase ramp inputs in the presence of white noise, where
the performance measure is the mean -square error caused by noise
plus the integrated -squared transient error to the ramp input.

The transfer function (16) can be closely approximated by the
operational amplifier circuit shown in Fig. 3, which has the transfer
function

1 + R2CsF(s) 1 + ARICs (17)

where -µ is the amplifier gain under load without feedback. The

ZL »

Fig. 3 - Operational amplifier low-pass filter circuit.
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assumptions made in deriving (17) are that the input impedance, Zi ,
of the amplifier is very large compared to R1 and that y >> 1 (typically
106) in the low -frequency range. With R1C = 1 second and 11 of the order
of 106, the transfer function (17) reduces to

1 + R2CsF(s) (18)

which is the desired form (16), with R2C = T. The negative sign in
(18) is incidental provided the sign of the total gain around the loop
gives negative feedback.

Using (14), (15), and (16), the linear equivalent block diagram for
the phase -lock loop is shown in Fig. 4. The objective of the design is to
minimize the mean -square value of the random phase error, Mt) =
OM) - 0(t), consistent with the requirements on the dynamic tracking
capability of the loop.

en(t)

VOLTAGE-
CONTROLLED
OSCILLATOR

Vs(t)/Es

FILTER

Fig. 4 - Block diagram of phase -lock loop based on linear analysis.

The total transfer function around the loop is

G(s) - Or(s) aK 1 ± Ts (19)
) s2

where K = AK, . [If R1C is not unity, as was assumed in (18), then
K = AK,/RIG.]

For the analysis of the phase error, Be due to the noise sources
07,(t) and Y8(t), we let the signal phase 08 be zero and obtain from
Fig. 4 the transfer function for 0, in terms of G(s) in (19)

1

(s
or(s) = 1 +G

on(s)
Li G

G(s)
(s

1 ya(8)
) )

(20)
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Since the one-sided power density spectrum of 0(t) is 430 , given in
(4), and that of Y 8(t) /.E. is 2c1)N/E.2 where ciiN is given in (3), and since
they are uncorrelated random variables, the one-sided power density
spectrum of the random phase error, Be , is

I 146
= 11 G (jw)

2

Tce
+ GOO

1 + G(jw)

224)N

Es2
(21)

The mean -square value of this random phase error is then, from
(19), (21) and integral tables'

2

Qe
=

e 2r Tv, Vat() 14-, 782

, rad2 . ( )22

Jo

r _ dw_ 1 ( 1 243N «Kr 1

This expression for the mean -square phase error can be written in
terms of the undamped natural frequency, w, , and the damping ratio,
I-, of the phase -lock loop, as

1

4r(.0 Teo E.2
-1- con

2c13/4, (1 +
(23)

since con = VaK, and = r-VaK.
The proper operation of the phase -lock loop depends upon the magni-

tude of the phase error remaining less than 7/2 radians. For the phase
error due to random fluctuations we can require only that the proba-
bility of its magnitude exceeding 7/2 radians be very small. A criterion
for this which has been chosen4'8 as a realistic measure of the threshold
of the phase -lock loop is that the mean -square value of the total phase
error be restricted by

2
a,

2 1
cre w rad2 . (24)

For a normally distributed random phase error with zero mean and
variance (7,2, this criterion implies that the probability of exceeding 7/2

is exceedingly small (about 10-5). This criterion also gives validity to
the first assumption made above in obtaining the linear model of the
phase -lock loop, namely that sin Be = Be and cos 0e = 1. The error in these
approximations is quite small provided

08 I < 0.57 radian

which holds with approximately 90 per cent probability when the
condition (24) is satisfied.

The second assumption made above for the linear model is not strictly
justified in the region of threshold, where the signal-to-noise ratio in the
3-kc bandwidth at the phase detector input will typically be less than
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unity. However, comparison studies with a digital computer simulation9
which was implemented for the angle -error detector in the precision
tracker system have indicated that the linear model estimate of the
mean -square phase error (23) is sufficiently accurate even in the vicinity
of threshold to justify its use for the analytical design optimization of
the phase -lock loop. The digital computer baseband model of the phase -
lock loop includes the in -phase noise term as well as the quadrature noise
term in (13), and the sine and cosine operations of the phase detector
(see Ref. 9). A comparison of the computer simulation data with the
linear analysis data for the design examples considered in Section VI is
given at the end of that section.

An important parameter in the phase -lock loop analysis is the effective
noise bandwidth, Br, , of the loop, defined by

BL=
0

G(s)
1 G(s)

2

cif.

The loop noise bandwidth for the system under consideration has
already been evaluated in the second terms of (22) and (23), namely

BL = «K4T ,

41
7= CO

(1 + 4r2)
(25)sr

which increases with the limiter suppression factor a and hence in-
creases with the signal-to-noise power ratio at the limiter input. This is
the desired adaptive feature which the limiter provides in the phase -lock
loop operation, since for small S/N (long-range condition) the loop
bandwidth is small, decreasing the mean -square error due to thermal
noise, while for large S/N (short-range condition) the loop band-
width is large, providing improved phase tracking accuracy for the
greater Doppler frequency rate of change occurring at short range.

The Doppler frequency variation as a function of time is approxi-
mated by a frequency "ramp" input having a constant slope of magni-
tude cv for a duration Td, as indicated in Fig. 5. Since this approximate
function represents a somewhat more difficult variation for the loop to
track than the actual Doppler variation, the evaluation of the loop
tracking accuracy and transient behavior based on the approximate
input should serve as a conservative basis for design.

Neglecting the thermal noise terms in (13), the phase detector
output reduces to

eb(i) = aA sin [0i(t) - 0,(t)] volts (26)

where 01(t) = is the phase input corresponding to the frequency
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t

Fig. 5 - Typical Doppler frequency variation and piecewise linear approximation.

"ramp" input discussed above. Since this output is bounded in magni-
tude by ±A volts, the low-pass filter which follows the phase detector
should have a linear input dynamic range of at least this magnitude.
In addition, the voltage -controlled oscillator should have a linear
frequency range at least as large as the expected maximum Doppler
shift. With these two design requirements satisfied, the only essentially
nonlinear element in the phase -lock loop circuit is the phase detector
(see Fig. 6a).

An analysis of the response of this nonlinear circuit to a frequency
"ramp" input is given in Appendix B. From this analysis it is concluded
that for adequate phase -lock tracking of the Doppler shift, the loop
gain should satisfy the condition

aK > 26. (27)

where th..x is the maximum Doppler rate in rad/sec2.
When condition (27) is satisfied, the steady-state phase error due to

this Doppler rate will not exceed r/6 radian (see Appendix B), and the
loop response will closely approximate that of the linear second -order
circuit, shown in Fig. 6(b). For this circuit with the input 02(t) =
the Laplace transform of the phase error is

oe(s) -
s[s2 + ncons + coA

where, as before, co. = aK, 2?* = rVaK, and K = AKro . The time
response of this type of linear second -order system is thoroughly dis-
cussed in elementary texts on linear circuits or control system theory.*

CC)

* See, for example, Ref. 10.
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Fig. 6 - Phase -lock loop circuits for Doppler -shift analysis: (a) equivalent
circuit including nonlinearity of phase detector; (b) approximate linear circuit,
valid for 9, 1 < 7r/6 radian.

The two per cent settling time* for the transient of the phase error is
approximately

T8 = = 4r seconds
n

(28)

for the overdamped case > 1). This also serves as a good approxi-
mation of the duration of the transient for the underdamped case in
the range 0.7 < < 1.

V. PHASE -LOCK LOOP DESIGN

The design procedure which will be followed is first to ascertain the
system requirements necessary for minimum acceptable performance
and second to optimize the performance within the range of parameter
adjustment available to the designer.

* Defined as the time required for the transient response to settle down to
within two per cent of the steady-state value. See Ref. 10.
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The primary factors external to the phase -lock loop which affect its
performance capability are:

(i) The equivalent coherence time, rce , of the input signal, which
characterizes the random frequency fluctuations of the various system
oscillators which affect the instantaneous frequency of the signal into
the phase -lock loop. The coherence time should be made as large as
possible, but is primarily limited by the frequency stability achievable
in the small satellite transmitter and hence will be considered a fixed
parameter not available for phase -lock loop design adjustment.

(ii) The noise -to -signal power ratio at the input to the phase -lock
loop. Since this ratio varies with the range of the satellite and with the
IF bandwidth preceding the loop, it is desirable to characterize the
relative "noisiness" of the system independent of range and bandwidth
variations. The thermal noise power is given by

N = cl)NBIF = kTBIF watts

while the average signal power is"."

E
PT GT

AS = 3 - r watts
2 471-R2

where

PT = transmitter power, watts,
GT = transmitter antenna gain,
R = transmitter to receiver range, and

A,. = effective area of receiving antenna (same units as le).

The noise -to -signal power ratio can then be expressed as

N 243N 4irkT ) R2B (29)
S E82 IF PTGTA r) IF

The factors in parenthesis in (29) are constant* characteristics of
the satellite -ground system and will he represented by a single constant
called the "receiver noise index," denoted by the symbol kr , and
having the units of seconds/(distance)2. Then,

N 4)N
= 2B

IF = krR2B IF (30)

The noise index, k is taken as the second fixed parameter t of the
* The transmitter antenna gain, GT , will not actually he constant unless the

radiation pattern is uniform or the satellite is properly attitude controlled. It is
assumed essentially constant in this study.

t From (30) it is apparent that the receiver noise index, kr , corresponds to
the unit bandwidth noise -to -signal power ratio in the receiver when the satellite
is at unit distance from the receiver.
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external system affecting loop design.
(iii) The satellite orbit characteristics.* The orbit characteristics

affect the performance capability of the phase -lock loop as follows:
First, the maximum and minimum communication range will determine
the variation of the noise -to -signal ratio as shown in (30). Second, the
maximum range rate, R. , will determine the maximum Doppler
shift

041 i?
a . x.AO) max = rad/sec

where

(31)

cob = 2ir X satellite beacon frequency, and
c = velocity of light.

Finally, the maximum range acceleration, R, , will determine the
maximum Doppler rate

CObfimax radisec2. (32)

Since the maximum ci) occurs at the range of closest approach for all
possible satellite passes, the limiter suppression factor a will be at its
maximum value, giving the largest loop gain, a max--Te. . From (27), the
basic lower limit on the fixed loop gain constant, K, is then

max -2K > 2W
sec .

ama.
(33)

The total mean -square error due to random fluctuations in the system
is given by (22) or (23). Using (25) and (30), the mean -square error
can be expressed as

2 1 + (1/42)
(r, = krieBL, rad2.

lirceBr,
(34)

The second term in (34), due to thermal noise in the system charac-
terized by kr , increases with the square of the range. This increase is
somewhat offset by the reduction of the loop bandwidth, BL , which
decreases approximately as the first power of the range. This reduction
of BL , however, increases the mean -square error due to random phase
fluctuations of the signal, given by the first term in (34). Hence, the
total mean -square error will be maximum at the longest range condition.

* Derivation of pertinent orbit characteristics is given in Appendix C.
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From (24), a requirement which the loop design must satisfy is there-
fore given by

(0-e2) R=Rmax rad2. (35)

As a function of B , the minimum possible value of 0-,2 is, from (34)

when

min = R [11.r1 + -1
2T c,

(36)

EL = opt B, = 1 (1 (1/4e)y (37)
8rcekr

It is apparent from (36) that unless

krRmax2 1 (38)
Tee 32

the condition (35) cannot be satisfied for any values of loop bandwidth
and damping ratio, or equivalently for any values of loop gain, aK,
and time constant, T. This corresponds to the minimum signal power
condition given by Develet.4

The two basic design requirements which the external system imposes
upon the phase -lock loop design are given by the inequalities (33) and
(38). The first requirement does not appear critical, since for satellite
communication systems the value of Wm.x is unlikely to exceed about
2 X 104 rad/sec2 (see Appendix C). Since «, = 1, condition (33)
requires that

K > 4 X 104 sec -2

while values of K on the order of ten times this lower limit are achievable
in present phase -lock loop designs.

The second requirement, (38), is more critical, since it depends
entirely upon the fixed parameters of the external system. If the in-
equality (38) is not satisfied, either the system noise index must Le
decreased or the coherence time of the satellite transmitter must be
increased before satisfactory operation of the phase -lock loop can be
achieved at maximum range. When this requirement is satisfied, the
optimum loop design with respect of the total mean -square error is
achieved by making the loop bandwidth equal to the optimum value,
given by (37), and by making the damping ratio, r, as large as is con-
sistent with satisfactory transient response of the loop.

Fig. 7 depicts in graphical form the design requirements discussed
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above. For a given value of

Tce
Tce 1 + (1/4M (39)

the contour of 0-e2 = * rad2 is given as a function of krR2 and the loop
bandwidth B r, . Within this contour the mean -square error is less than
the threshold value of * rad2 and has its minimum possible value for a
given krR2 on the dashed line associated with each contour. The vertical
line defined by krR2 = krRmax2 must intersect the contour for the ap-
propriate value of Tce' in order for satisfactory loop design to be achieved.
If this critical requirement is satisfied, then the optimum design is
given by adjusting the loop bandwidth, BL , to equal the value obtained
from the dashed line within the contour at the particular value of
krR2.

The input -adaptive adjustment of BL by means of the limiter sup -
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pression factor, a, can approximate this optimum adjustment of BL.
The optimum BL , given by (37), varies inversely with the range, R.
The actual value of BL, given by (25), varies directly with a, but a
itself varies inversely with R, as shown in Appendix A.

Before the optimum bandwidth can be determined from (37) or
Fig. 7, the value of r at maximum range must be chosen. As was pointed
out at the end of Section IV, the settling time of the loop is approxi-
mately 47 seconds. If Tm denotes the maximum tolerable settling time,
then this requires that 47 < Tm . This also places an upper limit on
when the loop bandwidth, BL, is fixed at the optimum value (37),
since, from (25), BL and /- are related to T as follows

B1.
4T
- (4T2 + 1).

To satisfy the maximum settling time restriction, then

4eB+4r - TM (40)
L

1

-
which implies that r cannot be arbitrarily increased while holding BL
fixed at the optimum BL. Using (37), (39) and (40), the upper bound
on r when BL= opt BL can be expressed in terms of Tm and the external
system parameters as

i.m2.7.,.11(
2TT

+01_11.
krR2

2

The lower bound on r when BL = opt BL follows from the require-
ment that min a: < g rad2. Using (36) and some algebraic manipulation

81c,R22

TC8 3214R2 '

which is a finite real lower bound on r only when the basic requirement
(38) is satisfied.

Since r varies with range, the upper and lower bounds given above
should be evaluated at the same range, R. It is apparent from (41)
and (42) that the least upper bound and the greatest lower bound on r
both occur at R = Rmax , and that the bounds constrict the range of r
as the noise index, kr , increases. As lc, decreases, the limits separate,
allowing a wide range of r. However, from the point of view of relative
stability and fast transient response, ' should not be less than 0.7 nor
greater than about two; also, from the point of view of minimizing ae2,

(41)

(42)
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it can be seen from (36) that there is negligible improvement in in-
creasing beyond about two. These restrictions on the range of ?' in
the optimum design of the phase -lock loop can be summarized by

max (0.7, .,) < min (2.0, ?-3f) (43)

where ?'7,f and are the upper and lower bounds defined in (41) and
(42), respectively.

Assuming that the set of positive real values of satisfying (43) is
not empty, the optimum choice of (with respect to minimizing the
mean -square phase error) is the least upper hound value given in (43).
Using this value, the optimum value of the loop noise bandwidth, BL ,
at maximum range is determined from (37) or Fig. 7.

The selection of the optimum and BL at maximum range fixes the
value of the loop filter time constant, T = R2C as

4i-opt2 + 1 j11,11/4 , opt =SSIT =
4 (Bh)opt 1 4.25 (44)

(BL)opt =
2

and the value of loop gain at maximum range as:

4rPt 2«min K - ° (45)
T2

When the IF bandwidth is specified, «min is determined from Fig.
11 in Appendix A, with I? = Knowing arnin , the loop gain constant,
K, is then determined from (45). Since K has the lower bound given by
(33) and certainly an upper bound dictated by practical equipment
considerations, the range of a may have to be controlled through the
selection of B IF to give a value of K which is compatible with these
bounds.

VI. TELSTAR SYSTEM DESIGN EXAMPLES

To illustrate this design approach, sample designs will be considered
for both the precision tracker and the autotrack systems for the Telstar
experimental program. Based on analysis of the expected orbit (see Ap-
pendix C), and on preliminary system data, the system parameters as-
sumed for the design examples are given in Table I. While the IF band-
width values are not necessarily fixed, the 200-kc bandwidth given in
Table I for the 5 -me channels (see Fig. 2) is desirable from practical
considerations.

Considering first the dynamic tracking capability in the absence of
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TABLE I -ASSUMED SYSTEM PARAMETERS FOR DESIGN EXAMPLES

Equivalent coherence time, Tie = 0.02 sec
Receiver noise index (see Section V)

PT system kr = 1.5 X 10-2 sec/knm (kilo -nautical miles)
AT system kr = 2.0 X 10-6 sec/knm

Orbital data:
Maximum range, R... = 5 knm
Minimum range, Brain = 0.5 knm
Maximum Doppler shift, I Of I = 100 kc
Maximum rate of shift, 16) = 5620 rad/sec2, at 0.5 knm

IF bandwidth preceding limiter, B1, = 200 kc (both systems)
Nominal range of loop gain constant, K = 105 to 106 sec -2
Maximum tolerable settling time, TM = 0.1 sec

noise, the dynamic range of the voltage -controlled oscillator in the
phase -lock loop should be about ±150 kc to avoid saturation effects
when the maximum Doppler shift is ±100 kc, and to allow for some
drift of the center frequency during operation.

The range of variation of the limiter suppression factor, a, can be
determined from Fig. 11 in Appendix A, using the values of kr, R,
and B1F in Table I

Max. range, a
MM. range, a

= am in:
= amax

Precision Auto -
Tracker track

0.10 0.28
0.79 0.97

Since the maximum Doppler rate occurs at minimum range, the con-
dition (33) that the maximum steady-state error be less than r/6
radian requires that the loop gain constant, K, satisfy

Precision
Tracker

2 X 5620K > - 1.42 X 104
"max

Au totrack

1.15 X 10'

Both of these lower limits are well below the lower nominal value of
105 sec -2 given in Table I. Using this lower nominal value the maxi-
mum steady-state error in tracking the Doppler shift will be less than
0.08 radian for both systems [see (50), Appendix B].

The upper and lower bounds on at maximum range condition, using
(43) and Table I, are

Precision
Tracker Au totrack

0.61} {1.76
0.70 = 2.0

0.15 f2.95
<

0.70} - C2.0 .
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Taking the least upper bound as the optimum value gives at R = Rmax
Precision
Tracker I Autotrack

"apt = 1.76 I ropt = 2.0

The min cre2 and optimum BL at maximum range, using (36) and (37)
and the above values of ?'Opt, , are

min X62 = 0.1 rad2 min CI e2 = 0.036 rad2
opt B L= 135 cps opt BL= 364 cps.

Finally, using (44) and (45) and the values of amin given above for the
200-kc IF bandwidth, the optimum values for the phase -lock loop
constants T and K are

T = 0.025 sec
K = 2 X 105 sec -2

= 0.012 sec
K = 4 X 105 sec -2.

Since both values of K are greater than the lower bounds given above
and are within the nominal range given in Table I, the desired 200-kc
bandwidth need not be changed.

The performance of the systems as a function of the range, R, using
parameters, is summarized by the curves shown 8

and 9. These curves show how the input adaptive loop gain, aK, helps
provide near -optimum design at ranges other than the maximum range
where the optimum design was accomplished.

The mean -square phase error obtained from this linear analysis was
compared with values obtained from the more accurate digital computer
simulation of the phase -lock loop described in a separate paper.' Results
for the two design examples considered above, which are shown in Fig.
10, demonstrate that although the error in the linear model estimate in-
creased somewhat as the signal-to-noise ratio decreases, there is no
drastic breakdown in the accuracy of the linear model. For these and
two other designs tested, the linear analysis estimate of the threshold
signal-to-noise ratio was within 1.5 db of the digital computer results.

VII. CONCLUDING REMARKS

The material presented in this paper was part of a design study
conducted during the initial construction of the ground station tracking
systems for the Telstar program. At that time there was some concern
about the capability of the angle -error detector to maintain phase -lock
at the longer satellite ranges, due to the small beacon signal power
available and the uncertainty about the coherence time of the 4080-mc
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beacon signal. This was particularly critical in the detection system for
the precision tracker because of the significantly lower gain of the
precision tracker antenna compared to the horn -reflector antenna. For
this reason, the means for achieving optimum design of the phase -lock
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loop at maximum range was a crucial consideration in the initial design.
One of the fortunate results contributing to the highly successful
operation of the first Telstar satellite experiment was the excellent
phase stability achieved in the satellite beacon transmitter. Measure-
ments of the mean -square phase error under strong -signal conditions
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results from digital computer simulation of phase -lock loop, using design values
from the two examples in Section VI.

(where the major contribution to the error is due to phase jitter in the
beacon signal) indicated an effective coherence time of about 0.1 second
instead of the 0.02 -second value assumed for the design examples
above. This higher coherence time makes the noise bandwidth and
clamping ratio adjustment in the phase -lock loop much less critical, as
can be seen from the threshold contours in Fig. 7.
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More detailed descriptions of the final design and the performance of
the tracking systems in the first Telstar experiments are given in a
series of papers 1,2,3 appearing in an earlier issue of this journal.

APPENDIX A

Effective Gain of Bandpass Limiter

Two factors which characterize the operation of an ideal bandpass
limiter are:

(i) The total power output of the limiter remains constant," i.e.

So + No = C (46)

where So = output signal power, No = output noise power.
(ii) When a sinusoidal signal and narrow -band Gaussian noise are

applied to the input of a bandpass limiter, the output signal to noise
ratio is related to the input signal to noise ratio by"

So _ Si
- A V,:

(47)

where the factor X, given in Fig. 5 of Ref. 13, varies from 7/4 to 2 as
the input signal to noise ratio varies from zero to infinity.

When no noise is present, we assume that the output signal power
equals the input signal power (any fixed gain in the bandpass limiter is
absorbed into the loop gain constant, K). Then, from (46), when
No = 0

So = C = Si

so that, when noise is present

So + No = Si .

A little algebraic manipulation of this expression gives

So

So
So

1 +o Tv0

Using (47), we obtain
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X
Si

So Ni 2

Si 1 ± X --
a , (48)

iv i

where a is called the limiter suppression factor.
Thus, the limiter has the effect of reducing the signal power from S

to a2S, and as a consequence the effective loop gain is reduced from K
to aK. The factor a defined in (48) varies from 0 to 1 as the input
signal-to-noise ratio varies from 0 to co . From (30) in Section V, the
input signal-to-noise ratio can be expressed as

Si - (14R2BIF)-1

Using this expression in (48) gives

A,R2BIFTa = [1 -F

which shows the inverse dependence of a on the satellite range, R.
With values of A obtained from Fig. 5 of Ref. 13, the limiter suppression
factor, a, is plotted as a function of the input signal-to-noise ratio in
Fig. 11.

1.0

00 .8
I-

U

6 0.6
(.7)

U)

w
cc

S' 0.4
U)

I-

5 0.2
_J

O

10-3 10-2 10-I
5

10 102

LIMITER INPUT SIGNAL-TO-NOISE RATIO, FL\J-T = (kr R2 BIF)

Fig. 11 - Limiter suppression factor, «, as a function limiter input signal-to-
noise ratio.



1968 THE BELL SYSTEM TECHNICAL JOURNAL, SEPTEMBER 1963

APPENDIX B

Nonlinear Analysis of the Phase -Lock Loop

The phase -lock loop equivalent circuit, which includes the sine -
function nonlinearity of the phase detector, is shown in Fig. 6(a). In
terms of the phase error, ee , and its time derivative, co, , the differential
equations governing the response of this circuit to the frequency -ramp
input, coi = wt, are

dee
co.

dt
=

dwe 2

dt
= th - 2?'thcoe COS 0, - co sin 0,

where, as in Section IV, we define con' = aK, n E--- TW .
The values of ee and co, which satisfy the equilibrium condition that

the right-hand side of (49) vanish are

(Be)en = sin -1 (-6aK) , (We) eq = 0. (50)

If the phase -lock loop "locks -on" to the frequency ramp input, the
frequency error is zero, but there is a steady-state phase error given by
equilibrium value in (50). A necessary condition for the existence of
this phase -locked response is that

aK >w

(49)

i.e., the total loop gain must exceed the input frequency rate.
To analyze further the response of this circuit, it is convenient to

normalize (49) in time and frequency with respect to the parameter
oh, . Defining the symbols

X = 4.14

V = Wel COn

r = th/con! = ci)/aK

the differential equation (49) can be written.

do

dx

dp

dx

=

= r - 2> cos B - sin 0

where 0 = 0,(t) is assumed in the remainder of Appendix B.

(51)
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The solutions of these equations for given initial conditions and
given value of normalized input rate, r, describe trajectories in the
normalized (0, v) state space. The slope of these trajectories in this
state space is, from (51)

dv r - sin 0
dO v

4 cos 0. (52)

For initial conditions 0 = 0. v = 0 (corresponding to the circuit
being in steady-state phase lock with constant frequency input prior
to the onset of the frequency -ramp input), two sets of trajectories
obtained from numerical integration of (52) are shown in Fig. 12. In
Fig. 12(a) a value of r = 0.966 is chosen to illustrate the response when
the loop gain exceeds the frequency rate only slightly. It can be seen
that for ?' > 1, the phase error tends to the steady-state value of 1.31
radians ( = 0.966) with only small overshoot. For = 0.707,
however, there is a large overshoot which actually exceeds r/2 radians,
but eventually returns to the steady-state value; for r < 0.707 the
phase error does not reach the steady-state: i.e., the circuit is unable to
"lock -on."
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loop gain, ak.
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To avoid large steady-state phase errors and large peak phase errors
with the attendant likelihood of random perturbations causing the
circuit to fall out of phase lock, the following conditions should be
imposed

aK 2d,

> 0.7}.
(53)

Fig. 12(b) shows a set of trajectories with conditions (53) satisfied.
The response closely approximates that of the linear second -order
system obtained by letting sin 0 = 0, cos 0 = 1 in (51).

APPENDIX C

Satellite Orbit Characteristics

The parameters of the satellite orbit which affect the design of the
phase -lock loop are evaluated in this appendix. The effect of the oblate-
ness of the earth and other perturbations upon the satellite orbit is
neglected in this analysis. However, since this effect does cause rotation
of the perigee, the maximum range, minimum range and maximum
Doppler effects are derived considering all possible locations of the
perigee relative to the ground station.

The geometry and terminology of the analysis is shown in Fig. 13(a).
It is sufficient to consider only the condition when the ground station
is in the plane of the orbit in order to derive all the parameters needed.

(i) Minimum and Maximum Communicating Range. It is obvious that
the minimum possible range occurs when the satellite passes overhead
at perigee. Therefore

Rmin = R, = perigee altitude. (54)

From the point of view of the satellite, the maximum possible range
to any visible point on earth occurs when the satellite is at apogee and
the range is taken along the tangent to the earth's surface. The satellite
would then appear on the horizon at maximum range to a tracking
station anywhere along the locus of these points of tangency.

Since, however, the satellite must be at a small angle, <ph, above the
horizon before communication is feasible at maximum range, the
conditions at the maximum possible communication range are as shown
in Fig. 13(b). In terms of the angle coe in Fig. 13(b)

Rmax2 7.2 2.02
2raro cos (pc
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where

ro = radius of earth

ra = R. ro , R. = apogee altitude.

Now for (ph small (less than about 100), the angle go, is very closely given
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Fig. 13 - Satellite orbit diagrams: (a) geometry and terminology for satellite
orbit; (b) conditions for maximum communication range.
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by

(Pc = (Pt - (Ph,
-1 (0

coe = COS .
ra

Therefore, in terms of known parameters and a given horizon angle
'Ph , the maximum possible communication range is

fra2
r02 - 2raro cos (g - cph)]1 (55)

where

cot = cos'- (ro/r.).

(ii) Maximum Doppler Shift and Rate. The orbit parameters needed
to determine these Doppler effects are the maximum range rate, R. ,
and the maximum range acceleration, R.. The parametric equation
of the satellite orbit in polar form corresponding to the choice of coor-
dinates in Fig. 13(a) is

where

e =

rmr - 1 +  cos 8

pr,
ra rp

ra - rp - eccentricity of orbitr
19 = Ra ro

rp=Rp+r0.
Furthermore, from the "law of areas" for motion in a central force field

(56)

where

0 = k-
rad/sec

7.2

GMrm gro2rm

(57)

G = universal gravitational constant
M = mass of earth
g = acceleration due to gravity at surface of earth.

From Fig. 13(a), the range, R, for a tracker at angle yo is related to
the orbit variables, r and 0, by
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R2 = r2 - 2ror cos (0 - co). (58)

Differentiating this expression and using (57) gives for the range rate

R [r - ro cos (0 -co] Rr sin (0 -gyp) (59)

and for the range acceleration,
k2r_

R = [r -ro cos (0 - co)] -I-i.2 (0 - co). (60)

These expressions depend upon r, t, and f, which are determined as a
function of 0 by the orbit equations (56) and (57). The evaluation of
Rmax is rather tedious and is most easily obtained for a given orbit by
machine or graphical computation. It was evaluated for the expected
Telstar satellite orbit using a part graphical and part analytical com-
putation, with the results given at the end of this appendix.

The evaluation of Rmax is quite easily obtained, however, since it
occurs for the conditions 0 = = 0; i.e., when the satellite passes over-
head at perigee. The maximum range acceleration is given by

(R 1.0)2 (14

which occurs when R = Rmin = Rp .
The maximum Doppler rate varies directly with the maximum range

acceleration

where

Itmax =
2

ro (61)

27rfb
thoiax =

g ro

1)] (62)(R r0)2(17,-c

fb = satellite beacon frequency

c = velocity of light.

To estimate the maximum Doppler rate which might be expected for
practical communication satellite systems, we take the following
conditions as representing practical extremes from the point of view of
good communication and satellite lifetime

maximum fb = 5 X 109 cycisec

minimum perigee, R, = 0.2 knm

maximum apogee, R. = 5.0 knm.
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Using these values in (62) gives as an estimate for the maximum
expected Doppler rate

max (W.,..) ti 2 X 104 rad/sec2.

(iii) Numerical Values for the Expected Telstar Satellite. The constants
needed for the range and Doppler calculations are:

Rp = 0.5 knm (perigee)

R. = 3.0 knm (apogee)

re = 3.44 knm

r, = 4.88 knm

g/c = 3.27 X 10-8 sec-'; c = 162 knm/sec

fb = 4.08 X 109 cyc/sec

= 7.5° (acquisition angle above horizon).

numerical constants in (54), (55), and (62) gives for
and th,, the values:

Rmin = 0.5 knm

R,ax = 5.0 knin

thni. = 5.62 X 103 rad/sec2.

The maximum value of h in (59) for the Telstar satellite orbit was
found to occur when 0 = 340°, (p = 10° and has a magnitude

E Amax = 4 X 10-3 knm/sec.

The maximum Doppler shift is then given by

Of I max = cb I h 1 max = 100 ke.

Using these
, RMRX
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Estimates of Error Rates for Codes
on Burst -Noise Channels

By E. 0. ELLIOTT
(Manuscript received April 8, 1963)

The error structure on communication channels used for data transmission
may be so complex as to preclude the feasibility of accurately predicting the
performance of given codes when employed on these channels. Use of an
approximate error rate as an estimate of performance allows the complex
statistics of errors to be reduced to a manageable table of parameters and
used in an economical evaluation of large collections of error detecting codes.
Exemplary evaluations of error detecting codes on the switched telephone
network are included in this paper.

On channels which may be represented by Gilbert's model of a burst -
noise channel, the probabilities of error or of retransmission may be calcu-
lated without approximations for both error correcting and error detecting
codes.

I. INTRODUCTION

The structure in bursts of noise on real communication channels is
usually very difficult to describe. As a consequence, no general procedure
exists for predicting the performance of error detecting or error correcting
codes, and no basic set of parameters exists for describing the channel.
Gilbert' has shown that a simple Markov model with three parameters
provides a close approximation to certain telephone circuits used for
the transmission of binary data. When such an approximation is pos-
sible, the error rates for codes may be easily calculated from these
channel parameters and properties of the code. (See Section V.)

To provide a means for estimating error rates for binary block codes
in more general circumstances, a table of probabilities P(m,n) may be
employed. P(m,n) is the probability that m bit errors occur in a trans-
mitted block of n bits. It was speculated and later corroborated (as we
will show) that equivalent error detecting codes would have rather com-
parable error rates when employed on the same channel. (Two codes are
equivalent if one may be obtained from the other by a permutation of
bit positions.) Thus the average error rate for all codes equivalent to a

1977
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given code may be used as an estimate of the true error rate. This average
probability of an undetected error in a single transmission of a word
is given by

Pu =
w(m) P(m, n)

m=1 (n
m

where code word usage is assumed uniform, w(m) is the average number
of code words at distance m from a typical code word, and n is the block
length of the code.

No definitive statement regarding the accuracy of this estimate can
be made at this point. A limited investigation, however, suggests that it
will ordinarily be a reasonable estimate.

As an example of the use of this method, a collection of 29 interesting
error detecting codes is evaluated, using the recorded error data of the
field testing program conducted by the data transmission evaluation task
force of the Bell System.' The Bose-Chaudhuri (31, 21) code is included
in this collection and is analyzed in considerable detail to illustrate the
full potentials and limitations inherent in the method.

In the interest of simplicity, the discussion to follow will be limited to
binary block codes with particular interest in error detection. The meth-
ods employed, however, are not limited to these particular applications,
and are open to obvious generalizations.

II. PRELIMINARY DEFINITIONS AND OBSERVATIONS

A binary block code C, hereinafter referred to as a "code," is a collec-
tion of binary words of O's and of length n. N will be used to denote
the total number of words in C. The distance 6( x,y ) between two binary
words x and y of length n is the number of bit positions in which x and
y differ. The weight I x I of x is the distance 8(0,x) between x and the
all -zero word 0. The number of ordered pairs of code words x, y such
that gx,y) = m is denoted by W(m), and w(m) = W(m)/N.

The communication channel is described by a collection of conditional
probabilities of the form P(x y), which give the probability that the
word y will be received when x is transmitted. A channel is called metric
whenever P(x y) is a function only of 5(x,y): i.e., P(x y) =
F(m,n), where m = a(x,y) and n is the block length. A channel is called
symmetric whenever P(x y) is a function only of z = y - x (mod 2).

It should be noted that a metric channel is symmetric and that a
symmetric memoryless channel is metric. The Gilbert burst -noise
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channel' is an example of a symmetric channel which, because of its
memory (i.e., interdependence of error probabilities of neighboring bits),
is not metric.

When a code is used for error detection, it will be assumed that error
correction is accomplished by retransmissions of any received words
which are detected to be in error. The specific manner in which the re-
ceiver signals to the transmitter for a retransmission will not be con-
sidered. It will be assumed, however, that this backward signaling is
error -free, that each retransmission consists of a single word, and that
repeated retransmissions of a word are possible. Since very little infor-
mation is required for the backward signaling for retransmissions, it is
not too unrealistic to assume that it is error -free. Most retransmission
systems will, however, probably involve delays in retransmissions, and
the retransmitted data may consist of a block of several words. Because
of the burst nature of noise on many channels, the effect of these re-
transmission delays is improvement of the channel, and we can then
expect codes to perform better than our model indicates.

Thus, for an error detecting code, an (undetected) error occurs if a
received word is a code word different from the transmitted word. If x
is the transmitted word, then the probabilities of an undetected error, of a
word retransmission, and of acceptance of a correct word are, respec-
tively

Evc,z.z)ecP(x y) EvecP(x y) and P(x x).

Now, if we assume that the words of the code are used with equal fre-
quencies, then the averages of the above probabilities are, respectively

and

P. = -N EX". Eil(x)cc P(x ---> y)

Pr = Kr ,./XeC. LOC P(x y)

Po = -1 Exec P(x x).

These probabilities are of some interest in themselves, but for sym-
metric communication channels the probability PR that a word is re-
ceived in error after possible retransmissions is given by

PR - P.
1 - Pr' (4)
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This result follows from the definitional equation

PE = Prob (undetected error received word is accepted)

the definition of conditional probability, and the observations that an
undetected error implies acceptance of the received word and that the
probability of a received word being accepted is 1 - P, .

Suppose the channel is metric, so that P(x --> y) = F(m,n) where
m = gx,y) and n is the length of x and y. Then, from (1), (3) and (2)

Pu = E w(m)F(m,n), (5)
m=1

Po = F (0,n),

and

Pr = 1 - (Po -I- P.). (6)

It is evident from (5) that on a metric channel equivalent codes
have identical values of Pu , since w is invariant under a permutation
of the bit positions in a code.

P ON SYMMETRIC CHANNELS

Let P. denote the average value of Pu over all bit -position permuta-
tions of the code. If P(m,n) is the total probability of m errors in a block
of length n, i.e.

then

(7)

P(m n)P = E w(m) ' . (8)(1)m=1

This result may be seen as follows: consider a particular code C and
channel X. Corresponding to each permutation w of the n bit positions
is a permutation of C which we will call irC. Now, using (1)

P(m,n) = Em=,P ( 0 y)

pu 1 1

n! 4-v,dr N Z--dx",rc Eyw.)c7re P(x y)

(9)

= Exec (04) e ix )

For a symmetric channel there is a function f such that P(x y) =
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f(z) where z = y -x (mod 2). Then, if z contains 771 ones

1- P(irx ry) = -1 ET f(12).
n! n!

Now any n -place binary sequence having exactly m ones is left invariant
by mqn-m)! permutations of its digits. The sum just written is there-
fore equal to

m!(n - m)! P(m, n)E f(u) -
n! (n)

where the sum is over all distinct n -place binary sequences u having
exactly m ones. Equation (8) follows by inserting this result in (9)._

Now that P. has been obtained, it is an easy matter to obtain Pr ,

the average probability of a retransmission for all permutations of the
code. Since Po = P(0,n) and Po + PT -I- P. = 1, it follows that

= 1 P. - P (0,n) .

Our P. estimate is exactly equal to P. whenever the code in question
is invariant under all permutations of bit positions. Thus, accurate re-
sults are obtained on symmetric channels for single parity check codes,
constant weight codes, etc.

It is of interest to note that in the case of group codes of given block
length and redundancy, w(m) has an unevenly weighted average value
which may be used to estimate P. in terms of the code's minimum dis-
tance D. Consider group codes of block length n and dimension k. For
such group codes there are 21" ways of assigning the k information posi-
tions to the check positions of the c = n - k check bits, but for such
assignments the resulting codes are not necessarily distinct. Of these,
however, it is known (Ref. :3, p. 54) that in 2(k-nc cases a given binary
word z will belong to the resulting code, provided the information por-

tion of z does not contain only 0's. Now, there are [(:) m.

c

binary words of weight m having nonzero information parts whenever
n0 < m c, and there are such words whenever c < m n. As a(

consequence, the "average" number w(m) of code words of weight m is

1 nw(m) R) ( )1 20-1)c

and

when 0 < m < c
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w(m) = 2-kc m
1 (n

2«-1)c when c < m n)
wherein the average is over the multiplicity of group codes of the speci-
fied block length and dimension which result from these assignments of
information bit positions to check bit positions.

Let

C(m) = (nni)

then

C(m) = 2'

and

when 0 < m < c

C(m) = when c < m n.

This result may be of use as follows. Suppose we have knowledge only
of the minimum distance D of a given group code that we wish to evalu-
ate on some channel. Let us make the bold assumption that the big
difference between the given code and the "average" of all codes is the
fact that the given code contains no words of weight 1, , D - 1.
Then (8) yields

Pu E e(m)P(m,n). (10)
m D

When the dimension of a code is large, it may be unfeasible to ascer-
tain w(m) because of the immense amount of computation required.
It is in such cases that (10) may prove to he a useful approximation.

IV. Pu ON ASYMMETRIC CHANNELS

We propose the following reasonably general model of an asymmetric
channel. Two channel states are hypothecated: a "good" state in which
no errors occur, and a "bad" state in which 0 -> 1 errors occur with proba-
bility po and 1 -* 0 errors occur with probability PI . The manner in
which good and had states occur will not be specified beyond knowledge
of the total probability S(s,n) of being in the bad state for some s bits
of the n bits of a block. Particular arrangements of these s bad bits
need not be equiprobable.
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Let qo = 1 - po and qi = 1 - pl , and make the following definitions
when x and y are binary words of length n:

A(x,y) = the number of bit positions where x is 0 and y is 1,
A'(x,y) = the number of bit positions where both x and y are 0,
B(x,y) = the number of bit positions where x is 1 and y is 0,
B'(x,y) = the number of bit positions where both x and y are 1.
Let the state sequence of the channel be described by a binary word v,

in which each digit is G or B according as the state of the channel at,
that digit's position is good or bad. Now define

A*(x,y,v) = the number of bit positions in which x and y are 0 and
v is B, and

B*(x,y,v) = the number of bit positions in which x and y are 1 and
v is B.
The error probabilities for this channel, conditional on the state sequence
v, may now be given as follows:

0 if at some bit position v is G and
P(x y I v) = x and y are different (11)

poaqoa*mbqib. otherwise (12)

where the values of the previously defined functions are

a = A(x,y) a' = A'(x,y)

B = B(x,y) b' = B'(x,y)

and

Define

a* = A*(x,y,v),

b* = B*(x,y,v).

1P(x y l v) =
n-!

E, P(rx _ ry I v) (13)

wherein r is the arbitrary permutation of bit positions that we have
used before. Notice that by (11), (12) and (13)

P(x y I v) = P(x y Irv) (14)

and therefore that P(x -+ y v) depends only on how many B's are
in v and not on their positions in v. Suppose v contains s B's. We can
now say, using (13) and writing Ps(x y) for P(x y I v), that

Pa (x1y) = - P(x yirv)
n!

(15)
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and from (11) we know P(x -- y I TT) = 0 whenever Iry has G's in
positions where x and y differ.

We will use (12) in evaluating (15) by first finding the number of
permutations 7 for which P(x -4 y I irv) has a fixed value. Suppose a*
and b* are such numbers that a* + b* = s - ( a + b), with 0 S a* <

( a' ) (a')
a' and 0 S b* 5 b'. Then there are a' - a* =

a
arrange-

ments of a' - a* G's among the a' bit positions where x and y are 0,

and there are 11'- b* =
b'
b*b'

) arrangements of b' - b* G's among the(

ab' bit positions where x and y are 1. Hence there are a total of (a: b)(b:)

arrangements of the n - s G's among the a' + b' bit positions where
x and y are the same. For each such arrangement there are 81(n - s)!
permutations 7 under which the arrangement is invariant. Consequently,
the total number of permutations 7 for which P(x -4 y I irv) =

pew' pittirbb. is given by 8!(?? - s)! a* b*
. Hence, they contribute

a* b* a as b

n
b*

po go pi q1()
to the sum in (15). We conclude then that

Ps(x y)
inin(a', t)

(14:=111:LX (0, t-b' )

(aa*)(t -1/ a*)
poupihgou*qii-at (16)(1)

where t = s - (a + b).
If we set r = lxl, then 138(x y) may be expressed in terms of b,

a, r and s as

H(b, a, r, s)

(poy (pi
(il s-(a+r))

b mill (ii-(a+r), s-(a4-b)

n - (a + r)V 7' - b
yo

a* a* As - (a + b a*))
qi (n\

which is j ust another form of (16). This asymmetric channel may now
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be compactly described by a function J which gives the probability,
averaged over all permutations r of the bit positions, of making b 1 -) 0
errors and a 0 1 errors in a transmitted word of weight r

J (b,a,r) = E H(b,a,r,$)S(s,n).
.9=a+b

For a code C, let us define I c(b,a,r) to be 1/N times the number of
ordered code -word pairs (x,y) for which A(x,y) = a, B(x,y) = b, and
I x I = r. Then finally the asymmetric analogue of (8) for the average
probability P of an undetected error may be written as

P. = /c(b, a, r) J(b, a, r). (17)
(b, a, r):b5r5n,a:gn-r

V. ERROR PROBABILITIES ON GILBERT BURST -NOISE CHANNELS

Gilbert's model' of a burst -noise channel is a binary symmetric chan-
nel (with memory) determined by an elementary Markov chain. As in
the preceding model for an asymmetric channel, a good (G) and bad (B)
state are assumed of the channel. No errors occur in the G state, but in
the B state, the probability of a bit error is (1 - h). With the trans-
mission of each bit, the channel has opportunity to change states. The
transitions G -) B and B -> G have probabilities P and p, respectively,
while the transitions G -) G and B -) B have probabilities Q = 1 -P
and q = 1 - p. When Q and q are large, the states G and B tend to
persist, simulating features of a burst -noise channel. Gilbert (Ref. 1,
p. 1262) has shown how this model approximates the burst noise on two
of the calls from the field testing program of the data transmission evalu-
ation task force of the Bell System.

Using conditional probabilities determined by the parameters P,p,h,
it is a simple matter to calculate the probability that a transmitted word
x be received as y on a Gilbert channel. This probability depends on the
modulo 2 difference z = y -x of y and x.

Suppose a is the number of 0's in z which precede the first 1 in z,
c is the number of 0's following the last 1, and b1 (i = 1, , I z I -1)
are the number of 0's between consecutive l's in z. Then, if z X 0

P(x. -) y) = P(z) = w(a)11114111 v(bi)}u(c) (18)

where w, v and u are functions such that w(k) = P (Oki), v(k) =
P(01'1 I 1), and u(k) = P(Ok II) (k = 0, 1,  ). Here 0k denotes k
consecutive zeros. Also, if z = 0 then

n-i
P(x -) x) = P(0) = 1 - E w(i). (19)

=o
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Using generating functions, Gilbert has shown that u, v and w satisfy
the following recurrence equations

u(0) = 1, u(1) = p hq;

u(k) = (Q hq)u(k - 1) - h(Q - p)u(k - 2), k = 2, 3, (20)

v(k) = u(k) - u(k 1) , k = 0, 1,

w(k) = pB(1 - h)u(k).

Equation (18) results from the obvious composition of the conditional
probabilities in the v and u terms. Equation (19) results from the fact
that the event not 0" is the union of the events 1, 01, 021, 0n-11.

Since these events are disjoint,
n-1

P(0") = 1 - P(not 0") = 1 - E
i=0

In the interest of completeness, we shall sketch a proof that u, v and
w satisfy the recurrence equation (20).

To see that

v(k - 1) = u(k - 1) - u(k), k = 1, 2,

note that the event 10k-1 is the union of 10k-11 and 10k and that the
latter two events are disjoint. Hence

Prob (0" I = Prob (0"1 11) + Prob (0k I 1)

and therefore

u(k - 1) = v(k - 1) u(k) .

We define u(0) = 1. That u(1) = p qh is obvious. To establish that
u(k + 1) = (Q hq)u(k) - h(Q - p)u(k - 1) , k = 1, 2,
we shall need to introduce

ua(k) = Prob (0"G 11) and uB(k) = Prob (0"0B 11)

wherein OR denotes a zero in the bad state. Clearly

u(k) = u o(k) uB(k)

and

h

"B(k) = 1 - h v("

Now, considering transitions, we see that
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u(k 1) = (Q Ph)uG(k) (p qh)uB(k)

= (Q Ph){u(k) - uB(k)} (p qh)uB(k)

= (Q Ph)u(k) - (Q + Ph -p - qh)uB(k)
= (Q Ph)u(k) - (Q - p) (1 - h)uB(k)
= (Q Ph)u(k) - (Q - p)h{u(k - 1) - u(k)).

Finally, it is evident that if z' is obtained from z by inverting the order
of the bits, then P(z') = P(z). This results from the fact that the for-
ward and backward state transition probabilities are identical. As a
consequence,

w(k) = Prob (0k1) = Prob (10k)

= pB(1 - h) Pro') (O' 1) = pB(1 - h)u(k)

and the proof is complete.
The performance of error detecting codes on Gilbert channels can

now be calculated using (18)-(20) in (1)-(4). For an error correcting
group code using coset decoding,4 the probability of incorrect decoding
is given by

Pe = 1 - ± P(ai)
i=1

where the ai are the coset leaders for the code. These coset leaders
would presumably be chosen so as to minimize Pe and therefore may
not necessarily be the minimal weight elements of cosets.

It is interesting to note that if a Gilbert channel with parameters
(P,p,h) is sampled at every kth bit, then the string of bits obtained
has the same structure as the bits on a Gilbert channel with parameters
(P',p',h) where

P
P' = P p (Q P)ki

and

=PPp (1 - (Q - P)1 

The proof of this assertation is given in Ref. 5, p. 385. This result is
useful for analysis when time division multiplex encoding is employed.
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VI. P(rn,n) FOR GENERALIZED GILBERT CHANNELS

The probabilities P(m,n) for a Gilbert burst -noise channel are readily
computed by recursive methods. However, it is just as easy to obtain
P(m,n) for a slightly more general symmetric channel. In the Gilbert
model, an error bit can occur only when the channel is in the bad state.
In the model proposed here, an error bit can occur in either the good or
the bad state but with different probabilities. Transitions between the
good and bad states are the same as in the Gilbert model.

Let k denote the probability of correct reception of a bit when the
channel is in the good state, and let h' = 1 - h and k' = 1 - k.

Let G(m,n) = Prob (m errors in a block of length n the channel
is in the good state at the first bit) and B(m,n) = Prob (m errors
in a block of length n the channel is in the bad state at the first bit).
Then

P(m,n) = P p
P G(m,n) B(m,n)P P

p

and G(m,n) and B(m,n) may be found recursively from

G(m,n) = G(m,n - 1)Qk B(m,n - 1)Ple G(m - 1,n - 1)Qk'

B(m - 1,n - 1)Pk' ,

B(m,n) = B(m,n - 1)qh G(m,n - 1)ph B(m - 1,n - 1)qh'

G(ln - 1,n - 1)ph' ,

0(0, 1) = Ic B(0, 1) = h,

G(1, 1) = k' and B(1, 1) = hl.

We must also assign the values G(m,n) = B(m,n) = 0 when in < 0
or in > n.

VII. THE BOSE-CHAUDHURI (31, 21) CODE ON THE TELEPHONE NETWORK

As an illustration of the use of the P. estimate for P. , the performance
of a Bose-Chaudhuri (31, 21) code (Ref. 3, p. 166) on the switched
telephone network is analyzed. As a source of error statistics for the
channels of the telephone network, the records of the field testing
program described by Alexander, Gryb and Nast2 are employed. These
give in sequence the numbers of correct bits and error bits for 1010
calls of 10 and 30 minutes' duration over a variety of facilities in the
switched telephone network. A detailed summary of the number of
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TABLE I - NUMBER OF CALLS

Type of Call
1200 bps

600 bps
10 mm.

30 min. 10 min.

Long haul 181 34 229
Short haul 102 20 151
Exchange 108 28 157

calls of each type made at 600 -bps and 1200 -bps transmission rates
with the FM digital subset appears in Table I.*

For each call in this program, the probability P(m,31) that m bit -
errors occur in a block of length 31 for m = 0, 1, , 31 has been
determined. In doing this, each call is divided into consecutive blocks
31 bits long starting at the ith bit in the call (i = 1, , 31) and
the number Ni(m) of blocks containing m bit -errors is noted. This
corresponds to viewing each call as, in some sense, 31 different calls,
depending on the phase with which we enter the call (i.e., which of the
first 31 bits we take as first in governing the subdivision). We thus
obtain, for each i = 1, , 31, a probability Pi(m,31) = Ni(m)/N
that a block in the subdivision contains m bit -errors. (N is the total
number of blocks in the subdivision.) We now average over the possible
entry phases and take the probability P(m,31) that m errors occur in
a block of length 31 to be (1/31) Ei311 Pi(m,31).

Examination of the P(m,31) values obtained reveals some interesting
facts. For example, on some calls the probability of having numerous
errors in a block greatly exceeds the probability of having only a few
errors. For many calls, however, P(m,31) is maximum at m = 1, de-
creases with increasing m, and is often zero for m greater than 2 or 3.
On still others, P(m,31) is maximum at m = 1, decreases for the next
few values of m, and then increases to some smaller relative maximum
around m = 15 to 17 before its final descent to zero. To illustrate this
variability among calls, we present in Table II the P(m,31) values for
four calls. In Table II, the P1 entry under the call's number is the
over-all bit -error rate for the call.

Properties of the burst nature of errors on calls like No. 1167 are
responsible for P(m,31) having its maximum value midway in the
range m = 1, , 31. On such calls there are long bursts of errors.
When the burst length is shorter, P(m,31) may more closely resemble
that for call No. 1641. These effects can be noted also in Table III,

* Consult Refs. 2 and 6 for a description of call types and for further details
regarding the field testing program.
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TABLE II SAMPLE P(m,31) VALUES

Call Type
Call No
Ft.

LH/600/10
1167

22.50 X 10 -

SH/1200/30
1641

2.70 X 10-4

EX/600/10
2058

0.22 X 10-4

LH/1200/30
2250

0.03 X 10-4

in. = 0 0.99587 0.99276 0.99972 0.99995
1 0.14 X 10-* 63.20 X 10-4 1.83 X 10-' 0.18 X 10-4

2 0.22 8.32 0.08 0.16
3 0.14 0.69 0.06 0.12
4 0.20 0.06 0.08 0.0
5 0.14 0.05 0.11
6 0.25 0.02 0.64
7 0.14 0.0 0.0

8 0.14
9 0.50

10 0.92
11 1.00
12 0.75
13 1.20
14 3.18
15 4.29
16 4.46
17 4.88
18 3.84
19 4.12
20 3.51
21 2.54
22 2.17
23 1.78
24 0.78

X25 0.0

which gives the average P(m,n) values for all calls of the field test
program.

The quantities w(m) = 0, 1, , 31 for the Bose-Chaudhuri (31, 21)
code are presented in the Table IV. Since each check bit of this code
applies to an odd number of information bits, w(m) is symmetric: i.e.,
w(m) = w(31 - m), and therefore w(m) is tabulated only for m = 0,

15.
Using the above w(m) values and the P(m,31) tables in (8) gives a

Pu estimate for the undetected error rate on each call.
The smoothed cumulative distributions of the percentage of calls

over particular facilities having an estimated undetected error rate not
exceeding specified values are shown in Figs. 1 and 2 for the two trans-
mission rates used. We have excluded the 10 -minute calls at 1200 bps
from this summary of the data because of the small size of the sample.

The approximate retransmission probabilities were generally less than
0.1 per cent. On some 7 per cent of the calls, the rate was between 0.1
and 1 per cent. On only three calls did it exceed one per cent.

It is impossible to obtain exact values of Pi, for this code on the tele-
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TABLE IV--W(M) FOR THE BOSE-CHAUDHURI (31, 21) CODE

111 w(m)

0
1

2
3
4
5
6
7
8
9

10
11
12
13
14
15

1

0

0
0
0

186
806

2635
7905

18910
41602
85560

142600
195300
251100
301971

100

95

90
cc

a.

85

80
10

EXCHANGE

SHORT HAUL

LONG HAUL

I

-5 2 4 6 80-6 2 4 6 80-7 2 4 6 8
10-8

2

15u

Fig. 1 - Percentage of 10 -minute calls at 600 bps with undetected error prob-
abilities not exceeding P .

phone network, since it was not measured during the actual field test
program. The records of that program do not allow accurate calculation
of it for a variety of reasons.' We can, however, think of the recorded
bit -error data from the field test program as representing the additive
noise of a class of hypothetical channels, and then ask the question,
"How well does P estimate P for these hypothetical channels?" To
do this, a computer program was written to reconstruct the sequences
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Fig. 2 - Percentage of 30 -minute calls at 1200 bps with undetected error prob-
abilities not exceeding P. .

of l's and 0's from the sequential numbers of correct bits and error
bits of the task force records. The resulting sequences are then divided
into blocks of length 31, and each block is tested to determine if it is
the zero word, a code word, or a noncode word. Again each call is treated
as 31 calls, according to which of the first 31 bits is chosen first in de-
termining the subdivision into blocks, and the average undetected and
detected error rates are calculated.

Of the 1010 test calls in the program; only 10 contained undetected
errors. The total number of word -errors was 37 out of a total of 1.06 X
109 words. This corresponds to an over-all undetected word -error rate
of 3.5 X10-8.

To compare the estimates of P. with the values of P. obtained from
the simulation, we note first that P. = 0 for 1000 calls, whereas Pu
on these calls varied over a considerable range. On the 10 calls with
undetected wordlerrors the ratios of P/P ranged from 0.83 to 24.8,
with an average value of 7.4. On 7 out of the 10 calls, P./P,4 was less
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than 10. The average value of P. over all calls was 2.8 X 10-8, which
is indeed a good approximation to the over-all error rate noted above for
the simulation.

The foregoing example suggests that order -of -magnitude accuracy
may be obtained using the P. estimate for P. in ordinary circumstances.
To investigate the question of accuracy further, 35 different codes with
block lengths less than 25 bits were analyzed on a variety of Gilbert
channels. The exact P. values and Pt, estimates were compared and found
generally to agree within an order of magnitude except in some extreme
cases. In these extreme cases, both P. and P. are practically zero, yet
their ratio is large.

It should be noted that, whereas no definitive statement about the
accuracy of Pt, is presently possible, there are practical advantages
associated with its use. First, the analysis of the code and channel are
separated so that, once the channel has been analyzed for a given block
length, many codes of that block length may be evaluated and compared.
Secondly, the amount of computation required is significantly less than
that required using various simulation techniques. There is one notable
limitation imposed on its use. When the code is very large, the amount
of computation required to obtain w(m) may be prohibitive. In such
cases the approximation offered by (10) may be useful.

VIII. A SAMPLE SURVEY OF CODES

To further illustrate the sort of code evaluation programs that the
P. estimate may be employed in, a collection of 29 codes of various
block lengths and redundancy were evaluated using the P(m,n) data
from the field tests as summarized in Table III. The codes are all cyclic
codes with exception of the constant -weight 4 -out -of -8 code, and they
have, for their given block length and redundancy, the largest minimum
distance attainable with cyclic codes. They are designated in Table V
by the number pair (n,k), where n is block -length and k is the dimension
of the code. In most cases, when there are two codes with the same
(n,k) but with different w(m) values, both codes are included in the
evaluation. The difference between the evaluation of these codes and
the previous evaluation of the Bose-Chaudhuri (31, 21) code is that
here the average undetected error -rate over all calls is calculated instead
of an individual rate for each call. The distribution of call types in the
field test program is not ideal for taking such an average as a figure of
merit, yet the average does provide a convenient single number for
each code, and, moreover, a considerable delineation of requirements
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8
X10-4
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5 10 15 20
BLOCK LENGTH" IN BITS

Fig. 3 - Probability of retransmission Pr versus block length n.

would be necessary to devise an improved set of weighting factors. There
is the further consideration that, when ranked according to error rates,
the relative positions of codes would remain almost unchanged by such
a refinement.

The probability Pr of retransmission is given as a function of code
block length in Fig. 3. The slight differences in Pr between different
codes of the same block length are too small to be noted at three -decimal
accuracy. Also plotted in Fig. 3 are the retransmission rates for a
memoryless binary symmetric channel having the same average prob-
ability P1 = 3.2 X 10-5 of a bit being in error. This second curve is
above the first, since errors are more broadly scattered on the memoryless
channel and consequently cause more retransmissions.

IX. CONCLUSIONS

In the search for suitable codes for a given data transmission service,
the problem of predicting or evaluating performance is encountered.
Several mathematical models of communication channels exist for which
the calculation of error rates may be easily performed using parameters
associated with the channel. Of such models, we note particularly that
Gilbert's burst -noise channel is to be included, and we have outlined the
appropriate methods for these calculations. Not all channels, however,
admit to a representation by such reasonable models. At this point,
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models could be abandoned completely and recourse could be taken to
actual field testing of a complete system or to the simulation of a com-
plete system using data obtained in field testing. Short of such complete
abandonment of models is the method of approximation of code perform-
ance factors which has been presented here. Useful mostly for error
detecting codes, the method separates the analysis of performance into
two parts. The channel is characterized by the probabilities of various
numbers of bit errors occurring in a block of given length. A code is
characterized by the average number of code words at specified distances
from other code words. A simple combination of these two types of
quantities gives a useful and economical indication of code performance
applicable to general binary block codes and to asymmetric channels
with memory. The numbers resulting from such analysis are probably
more valuable for a relative indication of performance than they are
for an absolute indication. In this connection, it is well to note that when
error rates are very low, small differences are operationally of little
significance.

As an exemplary application of this method, a collection of 29 codes
was evaluated for use on the switched telephone network as error -de-
tecting codes, in conjunction with retransmission as a means of error -
correction. The codes in this collection present a wide range in reliability
and indicate that it would not be difficult to select appropriate codes for
specific data transmission services by suitably enlarging the class of
codes examined.
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Speech Volumes on Bell System
Message Circuits -1960 Survey

By KATHRYN L. MC ADOO

(Manuscript received November 7, 1962)

Speech volumes of customers on Bell System message circuits have been
measured at class 5 offices. Data are presented for intrabuilding, inter -

building, tandem and toll connections. Average speech volumes are lowest for
intrabuilding calls and increase in level for the other types of connections,
with volumes on toll calls being the highest. In general, volumes on business
calls are higher than those on social calls, and men speak louder than women.
Speech volumes remain substantially the same in locations comparable to
those in a survey made in 1950.

I. INTRODUCTION

The volume of message signals at various points in the telephone net-
work is of importance to those who design and engineer telephone
systems and equipment, and ultimately, of course, to the listener at the
far end of the connection. This volume is influenced not only by the
speech pressure produced by the talker and by his habits in using the
telephone set, but also by the characteristics of the set, the battery
supply and loop resistance, and the electrical loss (or gain) between the
set and the point at which knowledge of the level is desired.

Speech signals are very complex quantities varying in amplitude from
instant to instant. They are measured in a prescribed manner on a
standardized meter known as a volume indicator. Data obtained using
this technique are called speech volumes and are expressed as volume
units (VU) on a db scale. Such measurements are of value to engineers
who design equipment, determine crosstalk objectives and permissible
noise levels, and otherwise engineer the telephone network.

Since changes in the telephone plant affect transmission performance
of the lines, and consequently may affect the customers' habits in the
use of the telephone set, up-to-date information on customer speech
volumes is necessary. When the last general survey of speech volumes on
Bell System message circuits was made in 1950-1951,1 a large percentage

1999
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of telephone sets were 200 and 300 types.2 It is now estimated that 65
per cent of the telephone sets are 500 type ;3 finer -gauge conductors are
used in the loop plant; and interoffice trunk and toll circuit losses have
been reduced.

This paper presents the results of speech volume measurements made
in 1959 and 1961. Observations were made in 1959 in cities larger than
10,000 population, and observations were made in 1961 in smaller com-
munities. The aggregate results of the two groups are referred to as the
1960 survey. The particular cities and offices in which speech volumes
were measured were selected as representative of the range of offices in
the Bell System, but no rigorous sampling procedure was used. It is be-
lieved that the conclusions drawn from the data are sufficiently accurate
to serve as a guide for plant design. The measurements were made at
class 5 (local or end) offices and were limited to the speech volumes of
customers connected directly to that office (near -end talker).

II. SUMMARY

More than 14,000 speech volumes were measured in 30 central offices
in 23 cities located throughout the United States. These cities varied in
size from single -office cities to large metropolitan centers and their
suburban areas. Observations were made on intrabuilding, interbuilding,
tandem and toll connections (Fig. 1) in crossbar, step-by-step, panel and
Community Dial Offices (CDO's). The locations and office designations
are shown in Table I. Some observations were also made in the private
branch exchange (PBX) in the Murray Hill, New Jersey, location of
Bell Telephone Laboratories. These latter measurements were taken in
1959 when the Murray Hill PBX was of the step-by-step type.

The weighted average speech volumes derived in the 1960 survey are
shown in Table II. These averages and all others are obtained by weight-
ing the data according to the population represented by each city unless
specifically stated otherwise.

Thirty per cent of the intrabuilding calls and 52 per cent of the inter -
building calls were of a business nature. Fifty-eight and 80 per cent of
tandem and toll calls, respectively, were of a business nature.

Averages derived in individual class 5 offices are shown in Figs. 2
and 3.

The large spread or variation in speech volume, as shown by standard
deviations of 5.9 to 7.3 db, is caused only in small part by differences in
transmission losses of various loop lengths and by different telephone set
supply currents. This is supported by consideration of the results ob-
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Fig. 1 - Average speech volumes on typical telephone connections (1960
survey).

tained for the PBX at the Murray Hill Bell Telephone Laboratories. In
Murray Hill, all extensions had short loops, few of which exceeded 2000
feet. On intra-PBX calls the standard deviation was 5.5 db, indicating
that the spread is largely a result of differences in levels and habits of
individual speakers.

The variation in the average speech volumes among offices (Fig. 2)
is substantial. Examination of the data reveals that speech volumes in
New York City average 2 to 3 db higher than in other locations where
similar loop plants exist. In general, the higher speech volumes are associ-
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TABLE I - SUMMARY OF SPEECH VOLUME DATA

Location
Year

Surve-
yed

1960
Population

Office
Designation Type of Office

Area of
Office

Sq. Mi.
No. of

Stations

Avg.
Loop

Length*
(feet

X 103)

Atlanta, Ga. 1959 487,455 JA 345 SXS 313,000 8

CE SXS 8

Auburn, N.Y. 1961 35,249 AL 23 NO5XBR 126.5 20,880 8

Austin, Tex. 1959 186,545 GR 37 SXS 26.3 77,000 6
HO 5 SXS 49.3 8

Boone, Ia. 1961 12,468 GE 2 NO5XBR 238.0 7,482 10

Cleveland, Miss. 1961 10,249 VI 3 SXS 180.0 4,501 10

Cortland, N.Y. 1959 19,181 36 SXS 159.4 13,000 10

Drew, Miss. 1961 2,143 745 335 CDO 35.0 724 7

Enid, Okla. 1961 38,859 AD 47 NO5XBR 150.0 19,731 9

Ithaca, N.Y. 1959 28,799 234 SXS 134.4 24,000 11

Liberty, Mo. 1961 8,909 STI, THI NO5XBR 180.0 5,296 7

Medford, N.J. 1961 4,356 OL 4 335 CDO 48.0 4,356 7

Moss Point, Miss. 1961 8,510 GR 5 SXS 195.0 3,972 8

Mount Holly, N.J. 1961 13,271 AM 7 NO5XBR 54.8 6,686 8
New York, N.Y. 1959 7,810,000 WO 4 NO1XBR 4,204,000 3

SW8, LO5 NO1XBR 4.5

WA 378 PAN 4.5
Pascagoula, Miss. 1961 17,139 SO 2 NO5XBR 72.0 8,361 8

Plainfield, N.J. 1959 45,330 PL 4567 NO1XBR 49.4 49,660 6

Ridgewood, N.J. 1959 25,391 GI 43 NO5XBR 18.3 34,780 8

San Francisco, 1959 742,855 Main EX7 NO 1 XBR 4.8 519,000 4
Main YU7 PAN 4.8 4
MO 4, LO 4 NO1XBR 8.2 8

Sioux City, Ia. 1959 89,159 Main 2578 SXS 41,000 8.5
Morn 6 SXS 7

Skaneateles, N.Y. 1961 2,921 OV 5 SXS 58.0 3,569 9

Trenton, N.J. 1961 114,015 OW 5 SXS 60,000 10
Waukomis, Okla. 1961 516 PL 8 350 CDO 140.0 437

Woodland, Cal. 1959 13,524 MO 2 SXS 210.0 8,000 11

* Estimate- except Plainfield and Ridgewood

ated with the larger cities. Differences in the percentage of business calls
are one contributing factor. Others may be talking habits, ambient noise
and average length or loss of loops.

As observed in the 1950 survey, speech volumes on long-distance calls
increase approximately 1 db for every 1,000 miles.

There is a 4-db variation in the average speech volume of males, de-
pending on the sex of the far -end talker and whether the call is of a
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TABLE I - SUMMARY OF SPEECH VOLUME DATA (CONT.)

2003

Near -End Speech Volumes

Location
Intrabuilding Interbuilding Tandem Toll

Avg'VU

Std.
Dev.
db '

Trunk
Loss-db

Avg.
VU

Std.
Dev.db 

Trunk
Loss-db

Avg.
VU

Std.
Dev.v'db

Avg.
VU

Std.-
Devdb

Atlanta, Ga. -22.6 6.2 4.0 -20.9 6.1 -15.4 5.2
8.0-9.0 -20.1 5.9

-23.2 5.5 5.2 -21.5 6.0 4.6 -21.7 5.0 -16.8 5.1
8.7 -21.4 5.4

Auburn,N.Y. -27.3 8.1 3.9 -23.3 6.5 -23.1 5.7
Austin, Tex. -24.9 6.2 4.7-5.5 -23.8 6.0 -16.4 5.2

-26.7 6.3
Boone, Ia. -27.3 7.7 -21.0 5.8
Cleveland, Miss. -26.4 7.4 -20.4 6.5
Cortland, N.Y. -23.5 6.0
Drew, Miss. -27.6 8.1
Enid, Okla. -28.4 7.0 -20.4 7.5
Ithaca, N.Y. -25.4 6.7 5.0-6.0 -21.2 6.5 -15.6 4.9

5.0-6.0 -23.1 6.4
Liberty, Mo. -27.4 8.5 3.3-5.7 -27.3 6.5 2.5 -23.2 6.1 -19.6 6.6
Medford, N.J. -27.6 5.6 5.5 -25.6 7.3
Moss Point, Miss. -27.6 6.9 1.2 -26.8 6.3 -21.3 5.3
Mount Holly, N.J. -26.6 6.3 5.5 -24.1 7.2
New York, N.Y. -18.9 5.6 6.5-8.0 -16.2 5.0 1.8-3.4 -17.4 5.3 -11.0 5.2

8.6 -17.6 4.9
-17.7 6.2 6.9-8.8 -16.4 4.9 4.0 -18.1 5.4 -14.2 5.8

7.7-9.0 -16.4 5.4
-18.8 5.8

Pascagoula, Miss, -26.0 7.3 1.2 -25.8 6.9
Plainfield, N.J. -22.0 6.2 4.7 -20.1 5.6 3.9 -19.9 4.8 -16.9 5.3

11.0 -19.2 5.0 10.5 -17.0 5.8
Ridgewood, N.J. -22.1 5.6 5.0 -21.0 6.2 3.6-4.0 -18.6 5.8 -15.0 5.1

9.3-10.0 -19.8 5.4 10.1 -18.0 4.8
an Francisco, -21.8 5.4 6.6 -19.4 5.9 3.3-4.9 -19.1 4.9 -14.4 4.8
Cal. -20.0 5.9 6.6-6.7 -20.2 6.2 7.6-7.8 -18.2 5.9 -14.7 4.9-24.9 6.7 6.6 -20.2 5.1 3.0 -20.7 5.4 -17.8 4.74ioux City, Ia. -23.8 6.9 3.9 -22.3 5.9 -14.9 5.9-24.5 6.6

Skaneateles, N.Y. -24.7 7.2 3.9 -24.6 6.4
Trenton, N.J. -25.4 6.3
Waukomis, Okla. -25.0 6.7
Woodland, Cal. -23.9 6.3 -55.8 5.7

TABLE II - SUMMARY OF NEAR -END SPEECH VOLUMES

Type of Connection Average
VU

Standard
Deviation

db

Maximum
Observed ed

Minimum
Observed

VU

Intrabuilding
Interbuilding
Tandem
Toll

-24.8
-23.1
-19.6
-16.8

7.3
7.3
5.9
6.4

-2.1
-9.6
-3.0
+5.3

<-50.0
-46.0
-40.4
-39.8
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Fig. 2 - Average intrabuilding and tandem speech volumes.

social or business nature. The variation in the average speech volume of
females is smaller.

Speech volumes on business calls average slightly higher than those on
social calls, partially because business talkers are predominantly men
and business calls tend to be over longer distances.

Speech volumes measured in the 1960 survey appear at first glance
to be lower than those measured in the 1950 survey, with decreases
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Fig. 3 - Average interbuilding and toll speech volumes.

varying from 2.2 db on tandem calls to 5.8 db on local or intrabuilding
calls. However, this is largely due to the fact that New York speech
volumes, which are higher than average, comprised more than one-
third of the measurements made in 1950. In the wider sample in the
present survey, New York City speech volumes account for less than 10
per cent of the total number. For comparable locations, the data of the
two surveys are in substantial agreement.
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III. DESCRIPTION OF TESTS

Near -end talker volumes were measured in 30 central offices located
in 23 cities throughout the United States. Detailed information on the
cities and central offices is given in Table I. The communities range in
size from 516 people in Waukomis, Oklahoma, to nearly eight million
in New York City. The offices included No. 1 crossbar, No. 5 crossbar,
step-by-step and panel offices; 350A and 355A Community Dial Offices
(CDO's). In larger cities data were obtained in offices in both business
and residential areas.

Measurements were made on intrabuilding, interbuilding, tandem and
toll connections. The types of connections are illustrated by simple
schematics in Fig. 1. In many of the smaller central offices there were
neither interbuilding connections nor tandem switching. Toll observations
were not made in some locations where the traffic was too slow to war-
rant spending the amount of time necessary to obtain a complement of
measurements.

Records were kept of the sex of the near -end and far -end talker and
the nature of the call, whether social or business. Additional information
was obtained on loop lengths, trunk losses, and station sets. Most ob-
servations were made during the day; however, some observations on toll
calls were made in the evening when a greater possibility of obtaining
social calls existed.

IV. TEST EQUIPMENT

Measurements were made at convenient circuit locations in each
office, using a high -impedance standard volume indicator.4 Two different
models were used, both with a nominal input impedance of 12,500 ohms
and a response essentially flat from 50 to 15,000 cps. On one volume
indicator the range of volumes which can be read in accordance with the
method described below is -32 VU to +30 VU. Speech volumes a few
db lower than -32 VU can, however, be estimated with reasonable
accuracy. The other instrument has a range of -42 to +20 VU, thus
allowing for greater accuracy in reading the low speech volumes. It also
has an optional 60 -cps elimination filter, the loss of which is not de-
tectable above 300 cps.

Volume indicators are calibrated to read voltage across 600 ohms.
However, the impedances of most exchange telephone circuits generally
differ substantially from 600 ohms, thereby causing appreciable errors
in volume indicator readings. Corrections were computed from the
formula
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600)
C + 10 logio

where I Z I is the magnitude of the impedance of the circuit into which
speech volumes are measured, derived from knowledge of the average
gauge, length, loading, and termination of the circuit for the type of
call being measured. Trunk and loop data were supplied by operating
company personnel. The final correction was a weighted average of the
corrections at four or five important frequencies in the speech band.

V. TEST PROCEDURE

At the beginning of an observation, the observers waited for the con-
nection to be established and thereby distinguished the near- and far -end
talkers by their salutations. In no case was volume used as the sole
criterion in identifying the parties, for difference in volume in many
cases exceeded the transmission differences between customers.

The standard procedure for measuring speech volumes on telephone
message circuits requires taking the arithmetic average of a series of
individual volume measurements on each customer. An individual
volume measurement is defined as the visual average of five to six of
the highest meter deflections over a 3- to 10 -second interval. In so doing,
the occasional high peaks and the series of low peaks are ignored. An
input attenuator, adjustable in 2-db increments, is set to allow the peaks
used in determining the average to fall in the region from 0 to -2 VU
on the meter scale. About ten individual measurements were averaged
to obtain the speech volume of the customer.

For each type of call at a location, speech volumes of 120 to 160 cus-
tomers were measured by two observers. Preliminary training of all
observers consisted of practice in reading volumes from recordings of
the 1939 World's Fair telephone exhibit. Throughout the survey the
observers rechecked their methods of reading the volume indicator in
order to eliminate the possibility of developing poor habits.

VI. METHOD OF COMBINING DATA

The principal objective of these speech volume measurements was to
derive a system -wide average and standard deviation for each of the
four types of calls. This involves first assuming that the values obtained
for an office are representative of similarly located offices throughout the
United States, and then combining the data in accordance with the
calling rate in the different kinds of areas. Neither of these factors is
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TABLE III U. S. POPULATION STATISTICS 1960: METHOD OF
DETERMINING WEIGHTING FACTORS

Population
(Thousands)

Number of
Cities

Total Population in
Cities

Weighting %
of Total

Population
City Sampled

>1000 5 17,290,300 9.6 New York, N. Y.
500-1000 15 10,442,300 5.8 San Francisco, Cal.
250-500 31 11,078,300 6.2 Atlanta, Ga.
100-250 76 11,078,500 6.2 Austin, Tex.

Trenton, N. J.
50-100 178 12,369,300 6.9 Plainfield, N. J.

Ridgewood, N. J.
Sioux City, I.

25-50 103 14,815,500 8.3 Auburn, N. Y.
Enid, Okla.
Ithaca, N. Y.

10-25 1090 17,052,500 9.5 Boone, Ia.
Cleveland, Miss.
Cortland, N. Y.
Mount Holly, N. J.
Pascagoula, Miss.
Woodland, Cal.

5-10 1381 9,697,300 5.4 Liberty, Mo.
Moss Point, Miss.

<5 75,498,100 42.1 Drew, Miss.
Medford, N. J.
Skaneateles, N. Y.
Waukomis, Okla.

Total 179,322,100 100.0

* No estimate available. This category includes unincorporated places less
than 1000 population and other rural population not included in other categories.

accurately known, but useful values can be obtained by accepting the
measured speech volumes as representative and weighting them in
accordance with population.

The population statistics and the weighting factors used to obtain the
composite averages are given in Table III. The population statistics
are taken from the 1960 Census of Population - Advance Reports distrib-
uted by the U. S. Department of Commerce.

VII. OBSERVATIONS ON INTRABUILDING, INTERBUILDING, TANDEM AND
TOLL CONNECTIONS

Average speech volumes obtained in each office are shown in Figs. 2
and 3 for the four types of calls. These averages, when combined using
the weighting factors given in Section VI, yield the Bell System aver-
ages. These are shown in Table II.

The data for interbuilding and tandem calls shown in Figs. 2 and 3 are
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separated into two groups according to trunk losses. This illustrates the
effect of trunk loss on speech volume. On the average there is a 1-db
increase in speech volume for every 3-db increase in trunk loss.

Locations with high speech volumes on intrabuilding calls have con-
sistently high speech volumes on the other types of calls. Conversely,
locations with low speech volumes on intrabuilding calls have low speech
volumes on other types of calls. The high speech volumes are, with few
exceptions, found in the larger cities. Lower -loss loops and a greater
incidence of business calls may be contributing factors. Regional speech
characteristics and other factors which cannot be ascertained by meas-
urement (for example, some hypothesis has naturally been made on the
effect of the faster pace of urban living than rural living on speech
volumes) may contribute to the differences in speech volumes from
office to office.

The standard deviation associated with the average tandem speech
volume is considerably smaller than the standard deviations for the
other kinds of calls. This is probably because tandem switching is largely
confined to metropolitan areas and the calling population is more homo-
geneous than if it were scattered throughout the country. This same
factor may account for the high average level of this type of call.

VIII. SPEECH VOLUMES OF MALES AND FEMALES ON SOCIAL AND
BUSINESS CALLS

The speech volumes of male and female talkers on social and business
calls are interesting to note and may he of use in the design of some
special systems. The intrabuilding, interbuilding, tandem and toll
speech volumes have been combined without any weighting to give an
indication of the relative difference in speech volumes as illustrated in
Fig. 4. These are averages for all types of connections and therefore do
not indicate the actual levels of measured volumes.

The average speech volume of the female talker remains within a
1-db range, whereas that of the male talker drops as much as 4 db when
the far -end changes from male to female. Over-all, men tend to talk
slightly louder than women, and business conversations are louder than
social ones.

Approximately 73 per cent of the business calls observed were made
by male speakers, whereas females made 81 per cent of the social calls.
The majority of the tandem and toll calls were made by men, and most
of the local telephone calls were made by women.
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Fig. 4 - Speech volumes of males and females, social and business calls.

IX. DISTANCE EFFECT

-23

In New York special observations were made in several toll centers on
circuits to Philadelphia, Chicago and Mexico City. These data are not
included in the previously discussed averages. They are summarized in
Table IV.

These data illustrate the distance effect observed by V. Subrizi in
the 1950 survey. In spite of the lower circuit losses on the long connec-
tions, there is an increase in near -end speech volume of approximately
1 db per 1000 miles. This increase may be caused by increased noise and
distortion on longer toll connections or may be psychological.

X. PBX OBSERVATIONS

Some preliminary speech volume measurements were made in the
701A PBX at Murray Hill Bell Telephone Laboratories on intra-PBX
calls and on tie lines to the West Street, New York, and Whippany,
New Jersey, Laboratories. Tie line losses to New York varied from 3.9
to 7.5 db and those to Whippany from 4.0 to 5.0 db. The average speech
volumes obtained are shown in Table V.

These volumes are generally higher than the composite averages for
local offices. Contributing factors are short loops and the fact that the
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calls are predominantly made by men talking business. The effect of
variation in loop loss on the standard deviation is virtually eliminated in
these PBX observations, and variations due to station sets are greatly
reduced because their current supply is at a uniformly high level. The
standard deviation is still large, indicating that the spread in speech
volumes is largely a result of variation in individual habits and speaking
levels rather than in loop and station characteristics.

XI. COMPARISON WITH 1950 SPEECH VOLUME SURVEY

One of the interesting questions posed by the surveys in 1950 and
1960 is whether speech volumes are increasing or decreasing. This is a

TABLE IV - LONG DISTANCE OBSERVATIONS AT NEW YORK
TOLL CENTERS AT ZERO LEVEL POINT

Terminal Speech Average
VU

Volume Sigma
db

Circuit Loss
db Air Miles

Philadelphia
Chicago
Mexico City

-15.3
-14.3
-12.7

4.8
4.0
4.4

7.8
6.0
5.0

80
850

2094

TABLE V - SPEECH VOLUME OBSERVATIONS AT THE MURRAY
HILL LABORATORIES PBX

Average
VU

Standard
Deviation

db

Intra-PBX -17.8 5.5
Tie line to Whippany, N. J. Laboratories -17.7 4.7
Tie line to West Street, N. Y. C. Laboratories -16.7 4.9

TABLE VI - COMPARISON OF SPEECH VOLUMES IN 1950 AND 1960

1950 Survey 1960 Survey

Connection

Speech Volume

VIIAvr. vStd.De .

db

Local

Tandem
Toll

-19.0

-17.0
12.0*

5.7

5.8
5.3*

Connection

Speech Volume

An.
vu

Std. Dev.
db

intrabuilding
interbuilding
tandem
toll

-24.8
-23.1
-19.2
-16.8

7.3
7.3
5.9
6.4

* Measured at toll office, but corrected back to local office by toll connecting
trunk loss.
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difficult question to answer, since the two surveys varied widely in
scope and since some of the office areas measured in both surveys have
changed considerably. A summary of both surveys is shown on Table VI.

The averages for 1950 were obtained in Atlanta, Ga.; Cleveland, 0.;
and New York, N. Y. Local calls as defined in the 1950 survey include
intrabuilding calls and short (or with low -loss trunks) interbuilding and
tandem calls.

For locations comparable to the three cities observed in 1950, speech
volumes now average 0.5 db lower on local calls and vary from a few
tenths of a db to 2 db lower on toll calls. These differences are too small
to be considered significant.

XII. LIMITATIONS OF SURVEY

Caution is advised against using these data for engineering systems
used by private, military or air control personnel. These data apply
only to Bell System customers working into the switched Bell System
network. Very much higher talker volumes have been observed in limited
measurements of military and private -line networks.
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A Self -Steering Array Repeater
By C. C. CUTLER, R. KOMPFNER and L. C. TILLOTSON

(Manuscript received February 8, 1963)

A scheme is disclosed whereby an antenna array is automatically directed
by a simple intermodulation of signal components. In reception, each array
element feeds a pilot signal and the modulated signal to a third -order mixer
wherein the phase associated with the signal in that element is automatically
cancelled. This allows in -phase addition of the contributions from the many
elements irrespective of the array shape or the direction of the incoming
signal. For transmission, a pilot signal received from the distant receiver
location provides by intermodulation a phase compensation to the signal
radiated from each transmitting element so as to automatically direct the
radiated signal to the distant receiver. There are no significant restrictions
as to the shape of the array or the frequencies used.

The scheme lends itself to multiple -element, low -power circuitry and
may be used in either space or terrestrial systems to give a high repeater
directivity without requiring stabilized platforms or control of antenna
orientation. An experimental verification of the basic principle is described.

I. INTRODUCTION

Antenna directivity has become widely used to provide a high effective
radiated power with only modest transmitted power, particularly at
microwave frequencies where antennas having apertures of many wave-
lengths are of reasonable size. The precise aiming of the antennas made
necessary by this high directivity requires the use of sturdy towers in
terrestrial systems, and the proposed use of stabilized platforms for
space applications.

A number of methods of avoiding the requirement of accurate orienta-
tion and stabilization based upon the Van Atta array concept' have
been proposed,' .3.4 .6 but each puts strict requirements upon the array
shape, and none provides a common intermediate terminal where one
may drop and/or add channels. Another methods uses a phase -locked
loop or servo control to automatically phase the reception from each
element for in -phase addition.

2013
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The scheme proposed herein avoids many of the limitations of the
earlier ones, puts no restrictions on the shape of the array, and does not
involve servo control or feedback - either electrical or mechanical.
The new scheme compensates for the relative phase of each array ele-
ment by an intermodulation (frequency mixing) process like that used in
some radio diversity7.8 receivers.

An experimental circuit has been constructed from available hardware
to demonstrate in its simplest form the basic principle - coherent
addition of microwave signals regardless of relative phase at the input.
In -phase addition was obtained as predicted.

Since state-of-the-art microwave solid-state devices provide low
power but at relatively high efficiency (i.e., Esaki diodes, varactor
multipliers, and microwave transistors), paralleling the power output
from many such units in an array provides four distinct advantages:*
(i) efficient addition of the power from many repeaters, (ii) steerability
of the beam, (iii) high directivity and antenna gain, and (iv) reliability-
failure of individual units is of little consequence.

Thus it is expected that by the use of modern solid-state devices and
micro transmission line techniques, a very simple lightweight self -steer-
ing repeater can be built requiring only a fraction of the power of more
conventional repeaters with no necessity for orientation control and
with the inherently increased reliability provided by a multiplicity of
independent parallel circuits.

II. A SELF -STEERING ARRAY REPEATER - BASIC IDEAS

The pointing angle of a steerable array is determined by the relative
phasing of the individual elements. Signals received from a distant
transmitter by elements of an array differ in phase by an amount which
depends upon the geometry of the array, and the relative phases are
distributed in a manner exactly opposite to that required for retrans-
mission back toward the source. Van Atta used this fact to show that
by suitable interconnection of the elements of a regular linear array,
the phase differences can be canceled out, resulting in a return charac-
teristic from an array much like that of a corner reflector' .2.3 (see Fig. 1).

An alternative which avoids many of the limitations and difficulties
encountered when the basic Van Atta array is used in an actual repeater
can be explained with reference to a satellite whose orientation is un-
controlled, as shown schematically in Fig. 2. This figure shows an array

* These advantages were pointed out by R. C. Hanson in Ref. 3 for the case of
the conventional active Van Atta array.
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Fig. 1- An active Van Atta array.

in which the signal received by an element is heterodyned with a locally
generated beating oscillator, and the difference frequency is connected
back to the same antenna element. All elements are treated alike, and
all are excited from a common local oscillator supply. Let the signal
received by the ith element be of the form:

ei(t) = exP j(coRt (1)

where cpi is the phase of Mt) relative to an arbitrary reference plane
normal to the transmission path. The output of the mixer will be:

E i(t) = exP ./[(c4/3 - WR)t - cod. (2)

If the local oscillator, which is common to all elements of the array, is
adjusted to a frequency larger than WR , then (WB - WR) is positive, and
the phase vi will be reversed in sign with respect to that of the received
signal, as shown in (2). If, further, WE is adjusted to be about twice WR

(COB - WR) WR (3)

and the resultant can be diplexed onto the same array element. The ex-
cess phase on transmission just cancels that on reception. This is true
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Fig. 2 - An elementary form of active converting :I !Tay.

for all array elements and their associated circuits. Hence the retrans-
mitted signals are phased just right to form a beam directed back to-
ward the distant transmitter. Note that the foregoing is true regardless
of the position of the ith element or the shape of the array, and that no
interconnection of array elements is necessary except for the common
local oscillator.

This cancellation of phase by mixing is basic to all of the systems de-
scribed herein. In case it is desired to receive independently, the phase
mixing can be accomplished as shown in Fig. 3 (see Ref. 8). The received
signal is first divided into two parts in a branching filter, and the carrier
or a separate pilot frequency is amplified and further separated from the
modulation products in a narrow -band amplifier. The three frequencies
- i.e., carrier or pilot, modulation, and local oscillator - are then mixed
in a third -order mixer (or two separate more conventional mixers) and
the third -order product is selected for subsequent demodulation. The
phase of the incoming waves (so,) is relative to a plane perpendicular to
the incoming wave normal, and will be different for each element.
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The third -order product is:

Tit=exPj[(wa-wc cort)t - (pi = expj(wE - + WE) (4)

where W is the local oscillator (radian) frequency, WC the received car-
rier, or a separate pilot frequency, and WE the rest of the received signal.
Since (4) contains no phase term, evidently the voltages from several
such channels can be added.

For transmission of a locally generated modulation, it is evident that
modulation applied to the local oscillator of Fig. 2 will be contained in
the retransmitted signal. In such a case, the incoming signal acts as a
pilot to direct the transmission.

III. ARRAY STEERING BY PILOT FREQUENCY CONTROL

In many applications it is not desired to retransmit in the direction
of the received signal. In such a case, a separate pilot signal sent from
the distant receiving terminal can serve to define the direction for
retransmission, and by the described frequency mixing operation, this
can be accomplished automatically. Since the antenna beam is directed
or steered toward the distant receiver regardless of its location, the
antenna gain can be as large as desired, independent of the changing
satellite orientation in space systems or of movement of towers in ter-
restrial systems.
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The advantages of a satellite repeater which does not require orienta-
tion control are quite apparent; the advantages to be gained in the
application of this scheme to a terrestrial system are also worth noting.
Since changes in pointing angles in terrestrial relay systems will be
small, the elemental antennas of the array can be relatively high gain,
and thus relatively few elements are required to implement a steerable
array (STAR) repeater. Hence the advantages of reliability and self -
steering can be obtained in terrestrial systems with only small increase
in the amount of repeater electronics.

IV. SELF -STEERING SATELLITE REPEATER

Before going into detail, we will describe a prototype repeater em-
bodying the principles described. Since we are interested in partially
oriented terrestrial as well as nonoriented satellite repeaters, we will
attempt to generalize the discussion to cover both situations. In the
terrestrial case, the array elements can profitably use area directivity,
and it is desirable to interconnect two separate arrays with elementary
repeaters, as shown in Fig. 4. In the satellite case it is more desirable to
combine the functions in a single array, or to separate transmitting and
receiving functions. The satellite repeater is visualized as spherical and
entirely covered with elemental antennas, as shown in Fig. 5.

To insure that all of the antenna elements act in concert as a phased
array, and hence as an antenna having an aperture nearly equal to the
projected area of the array, it is necessary to combine in -phase the re -

WEST PILOT c
4-

W -E MODULATION

E -W
MODULATION

WEST
TERMINAL

REPEATER
ELEMENT ELEMENTARY

HORNS

W -E MODULATION

EAST PILOT

E -W MODULATION

EAST
TERMINAL

Fig. 4 -A possible two-way terrestrial repeater configuration.
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EAST
TERMINAL

ceived signals from all the elements. As received from the west terminal,
the signals have relative phase shifts

0
271;

, 03, 03 0i, where Oi = --

'X

and is the variable distance between the ith element and a reference
plane normal to the radius vector to the western terminal, as shown in
Figs. 4 and 5. This distance, and hence the phase shift, depends upon the
orientation of the array and changes when the array moves relative to the
fixed terminals. In -phase addition of the received signals can be accom-
plished by the use of the pilot beam as follows: Consider first the left-
hand part of the two-way repeater shown schematically in Figs. 6 or 7.
Signals received from the west terminal by the ith elemental antenna
are: (a) the pilot, exp j[copt 0i,], and (b) the modulation,

exp j[comov-E>t coov-mt

These are passed by the transmit -receive filter and are converted in an
intermediate frequency circuit by mixing with a local oscillator in a
square -law mixer. The results are

A(t) = exp t,[coLoi_ - cop(w)t - 0,,p] (5)
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Fig. 7 - Basic elements of a two-way repeater [one of several sections joined
by a common local oscillator and diplexed into a common receiving -transmitting
array suitable for unstabilized satellite repeater use].

and

where

B(t) = exp 41. / - com(w-E)t 404-0(t) (6)

wLoi = radian frequency of common receiving local oscillator,
cop(w) = radian frequency of pilot received from west terminal.

Oi,,v and Ocp are the phases relative to the common reference plane, which
is equal to 27/.0, where X is the appropriate wavelength and i is the dis-
tance between ith antenna element and the reference plane. WM(WE) =
the radian frequency of the west -east modulation channel carrier and
(P(w-E)( = the angle modulation of the west -east carrier.* These are
amplified and put into a third -order mixer along with IF local oscillator
signal exp j(coLo,t) = C(t). From the many modulation products gener-
ated in this mixer, two are selected by filtering. The first is

* While the repeater is described in terms of the commonly used frequency
modulation, the basic scheme can he used with any modulation technique.
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AC / B = exp Lelj[oiLo3t - L01 -t WP(W)t Ocp - WLOlt + m(w_E)i

+ C cw -E) (t) +

= exp j[coLo, - WP(w) WM(W-E))t + (Pew -v(0 + (km - °ix)].

(7)

This is a carrier angle -modulated by v(w_E)(t) and having the residual
relative phase angle (0iv - ,p). If the pilot frequency is chosen nearly
equal to the modulation frequency, ( 0i, M - 0 i ,p)* will be very small, and
the W -E modulation received by the ith antenna will be in phase with
that received by all of the other antennas. This completes the receiving
functions; the remaining problem is to derive steering information for
the outgoing beam. To this end we select the modulation product

AC = exp ii.r(coLo3 coLo, - cop(w))t - °cr.] (8)

where the symbols are defined above. Now the relative phase of this
wave, - 0i,p , is just right for retransmission toward the west terminal
near the frequency cop(w), using the same antenna element as for receiving.
By mixing this steering signal with the modulation (E.w)(t) derived in a
similar fashion from the right -half of the repeater, together with a micro-
wave local oscillator L05 , the retransmission function is complete.

The optional interconnection among amplifying elements, shown by
dashed lines on Fig. 7, provides for the situation encountered with low -
altitude satellites serving widely separated earth stations. In this case,
the body of the satellite "shadows" some of the elements, and the part
of the satellite surface seen by both earth stations is a small part of the
total. Since it requires a signal from each earth terminal to generate the
retransmitted signal, without interconnection only a small number of
elements are effective. With interconnection, all satellite elements visible
from the transmitting earth station will receive the modulated signal;
the contributions from the various elements will then be added in phase
at IF and the sum impressed on the outgoing carrier. All satellite ele-
ments visible from a receiving earth station will then emit information -
bearing waves which will add in -phase in the direction of this earth sta-
tion receiver. Also, it should be noted that since not all branches receive
the same signal levels, some weighting° of voltage levels must be ac-
complished before combining the outputs or there will be a loss in signal-
to-noise ratio. This may be accomplished by operation of mixers in a
strictly square law region or by auxiliary means beyond the scope of
this paper.

* The magnitude of this residual is also affected by the size of the satellite.



ARRAY REPEATER 2023

The satellite repeater can have an arbitrarily large antenna array
gain for transmitting or receiving or both, regardless of satellite altitude
or orientation and independent of earth terminal separation. This is
not true for any other scheme of which the authors are aware.

There is another factor which should be mentioned at this point. It
is important that the pilot frequency be filtered from the surrounding
noise or modulation and desirable that it be enhanced to a level well
above that of the modulated signal before the second mixer shown in
Fig. 6. This is to keep the pilot from bringing noise into the final modula-
tion band and to assure that the desired products predominate over
higher -order products.

V. ARRAY SCALING AND FREQUENCY MULTIPLICATION

In the foregoing scheme, it is phase rather than time delay that is
compensated by the frequency conversion operation. If the application
permits the receive and transmit frequencies to be nearly the same, as
was assumed in discussing Fig. 2, a single array of antennas can be used
for both transmitting and receiving. However, if a rather large change in
frequency is required between repeater input and output, as is frequently
the case in both terrestrial and space systems, additional phase compensa-
tion must be provided. One possibility is to use a different array for
transmitting than for receiving, the arrays to be similar but scaled in
proportion to the wavelength. Alternatively, one may compensate by
using a step of frequency (and phase) multiplication, as we shall see. Let
us consider the four waves associated with reception of information from
one distant terminal and retransmitted to the other. The total phase
shift of a signal wave in passing from a reference wave front ( Fig. 8a),
through the ith branch of the circuit and to a reference plane perpendicu-
lar to the path to the other distant terminal is:

,1 sii= 2r (9)
XR xPi Xp2 X

(receiving) (transmitting)

where

27Si/XR = phase shift of the received modulated signal caused by
delay between a reference plane wave front and the ith
receiving element,

2rSi/Xpi = phase shift of the pilot associated with the above signal
and path,
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tion.

271-d1/Xp, = phase shift of the received pilot signal from the outgoing
path, caused by delay between a reference plane wave
front of this wave and the ith antenna element, and

21rdi/XT = phase shift of the retransmitted signal between the as-
sociated reference plane and element.
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There are a number of possible ways to make = 0. Let us suppose that
all of the waves received are near the same frequency; then

XR ti XP1 Ap2

and the first term in (9) is very small. The transmitter in many applica-
tions will be considerably removed from the receiving band, in which
case Ape 0 X7. . To make 1/./i = 0, we may scale the transmitting array as
in Fig. 8(b), in proportion to the wavelength. Then, letting the primes
indicate the scaled dimensions.

di'_ di

XT XP2

and

Vi 0.

It may not be convenient to scale the array. As an alternative, we can
operate on the pilot signal before mixing. Suppose that after the second
step of frequency conversion we pass the pilot signal through a frequency
multiplier, as shown in Fig. 8(c). This multiplies the pilot frequency
term, including phase, by a factor k. The signal out of the multiplier is
of the form [from (8)]

exp j[k(coLo, coLo, - )t - WP(w) kt9 + 2irnk]. (10)

Now, adding the phase contributions

- 27rnk = 2r

through

Si Ali- ±27r

the repeater we

di dl[-k
get

(11)
XR Xpi XP2 X7'

(receiving) (transmitting)

and k can he chosen to make = 0. In general, however, k will not be an
integral and there is a phase ambiguity. A possible way of removing this
ambiguity is to lightly couple the frequency multipliers in adjacent
channels, so that they prefer to be nearly in phase, and limit the array
design so that adjacent elements are not more than X/2 apart in the di-
rection of transmission* at both the transmitting and receiving frequen-
cies.

Of course, combinations of array scaling, phase shift multiplication
and a judicious choice of pilot, transmitting, mixing and receiving fre-
quencies will be important and interrelated parts of the design of a
practical system.

* Elements need not be physically less than X/2 apart, but the distance along
the direction of propagation should not differ by more than X/2 when the line of
sight is within the bean width of the element.
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VI. ARRAY GAIN

Up to this point no limits have been placed on the form of the antenna
array. The elements do not have to be arranged with any particular
form or symmetry. However, the presence of the satellite itself, in the
case of satellite repeaters, and mutual coupling between array elements
and bandwidth considerations in either space or terrestrial systems,
provide some limits to the form of the array. Since the phase between
elements varies, strong coupling between elements would have serious
consequences in impedance mismatch. However, element directivity
and separation can be used to reduce coupling and also to reduce the
shadowing of elements one by another. If array elements are mounted
on a conducting surface, an element gain of two is inherent in that the
element can only radiate into a hemisphere. A gain of three to five is
more practical, can be obtained from small elements, and results in
relatively small coupling between elements.

In the case of a satellite without orientation control, elements must
point in all directions; but an element having a gain (g) can illuminate
only 1/gth of the total solid angle. Thus, if N elements are distributed
more or less uniformly over the surface of a spherical satellite, only
(1/ g)N will contribute to the received (or transmitted) signal. Also,
of the total power radiated, only a fraction (1/g) is delivered to the array
elements forming the beam. The remainder is not utilized. Net effective
array gain for transmission is the product of element gain and the number
of elements effective and the fraction of the total power which is useful,
i.e.,

G = g (N / g) (1/g) (N /g). (12)

Thus the net array gain for transmission is equal to the number of ele-
ments in the array divided by the element gain. Evidently one should
use little element gain on nonoriented satellite repeaters. In the case of
terrestrial repeaters and oriented satellites:

G = Ng (13)

and element gain is limited by more customary factors. In other circum-
stances which we will not elaborate, G = N.

One would like to get equivalent performance in all directions from
an unstabilized satellite. This can be accomplished with the present
scheme by covering the outside of a sphere or polyhedron with small
radiators. It is best that the radiators be close together to reduce side
lobes and possible interference.
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If each element is assigned one square wavelength, the satellite diam-
eter must be

D XNficrTr. (14)

Alternatively, the elements can be grouped in a ring on a great circle
around the satellite, each element having a fan beam with a maximum
in a radial direction and radiating with a gain of (1/g) in a direction 90°
from the plane of the array. All of the elements of such an array would
contribute in the polar direction with an array gain of (N/g). In the
equatorial plane, even though only a fraction of the elements contribute,
the gain is also (N/g) by the argument used in deriving (14). In inter-
mediate directions, the gain depends upon the detailed characteristics
of the elements, but it should be possible to keep it very near (N/g) in
all directions.

One should not confuse the round-trip performance of the array with
the radiation pattern obtained with a fixed excitation. The former can
be truly isotropic but the latter cannot be, and may be a multilobe affair.
If the elements are in a ring, as described above, the re -radiation will in
general have two large lobes, one above and one below the plane of the
array; and if the elements are widely spaced, some minor lobes may be
as large as the major. This is of little consequence to the transmission
performance of a satellite system, however, because the phasing of the
elements automatically assures that a maximum is always directed
toward the appropriate earth terminal. The shape of the pattern depends
drastically upon the distribution of elements, but to a first order the
strength of the major lobe does not. In any case, spacing between array
elements and the element gain should be chosen to minimize side lobes
in order to lessen the likelihood of interference.

VII. NUMBER OF ARRAY ELEMENTS

How many array elements is it practical to consider for a repeater
of the type proposed herein? As has been shown, the directivity gain for
a nonoriented repeater for reception and transmission is equal to the
number of elements used divided by the element gain, thus the effective
radiated power (ERP) or the power which an isotropic source would
have to radiate to produce the same received signal is

ERP = (N/g)PR (15)

where N = number of elements in array,
q = gain of individual elements,
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R = total power radiated = NP2 , and
P2 = power radiated per element.

The power P2 which must be radiated by each element to provide a given
ERP is, from (15)

P2 = PR/N = ERP(g/N2). (16)

Thus there appears to be an advantage in using a large number of ele-
ments. However, there will be a component of the de input power used
for local oscillators, low-level amplifiers, etc., which is directly propor-
tional to the number of elements and is nearly independent of the RF
power output per element. Hopefully, this can be made small through
development of suitable solid-state devices. For the minimum de power
consumption consistent with a given repeater performance, there is evi-
dently an optimum number of array elements. If the low-level mixing
and amplifying operations can be accomplished with a power consump-
tion p1 watts per element, and if a high -frequency output power P2 watts
per element can be obtained with a power amplifier efficiency of n, then
the dc input power required to radiate a beam having a stated ERP is

P dc = piN (P2/n)N = piN (g/N)ERP/n (17)

where the symbols are as defined above. This has a minimum when

aN
[piN + (g/N)ERP/n] = 0 (18)

p1 - (g/N2)ERP/n = 0

or

(18a)

N = V (g/p1)ERP/n. (19)

We note that from (18a) and (16)

pi = g/N2(ERP/n) = P2/77 (20)

which says that the minimum dc power will be required when the number
of elements is chosen to make the power supplied to the output ampli-
fiers equal to that consumed by the low-level devices.

If, in the case of a nonoriented satellite repeater, it is possible to
miniaturize the circuitry enough so that the power supply is the principal
source of weight, then this is a real optimum. Otherwise, it represents a
sort of design objective, and minimizing satellite weight and complexity
will require a smaller number of elements. In any case, it is clear that
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the practicality of the scheme depends heavily upon the degree of
miniaturization and power efficiency which can be achieved with solid-
state devices and circuits.

VIII. EXPERIMENTAL VERIFICATION

The basic principle upon which the self -steering array depends is the
coherent in -phase addition of randomly phased inputs. The principle
has been demonstrated by the simple laboratory experiment shown in
Fig. 9. The outputs of two oscillators at 6200 and 6034 mc, which may
be thought of as representing the received modulation and pilot signals,
are combined and fed together to two receiving circuits, and an adjusta-
ble phase shifter or line stretcher is inserted in one branch. Each receiving
circuit separates the incoming frequencies, heterodynes the 6200 mc
with a 6274-mc local oscillator which is common to the two receiving
circuits, to produce a 74-mc intermediate frequency, which in turn is
amplified and recombined with the 6034 -me signal in a second mixer to
produce a 6108-mc output. Now, it is asserted that the phase of the

INPUT SECTION

6034
MC

WP

WM

WORKING SECTION I PHASE MEASURING SECTION

6034 MC

6200 MC

-o

6200
MC

WM

WM

T "

LO

M2

74 MC

6274 MC

BPF

6108 MC

74 MC

M3

6182 MC

8200 MC [C,,L0 t- COM t 951

5 -LH NA -1

[Wm t +
74MC

8034 MC
M2ra)p, t 951

6108 MC
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Mg. 9 - Experimental arrangement for testing the principle of phase compen-
sation.
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6108-mc wave should be to first order independent of the phase of the
combined signals at the input to the branching filter. To check this,
the signals from the two branches are compared in the circuit shown to
the right of Fig. 9. If the idea is sound, the phase of the output should
change very little with movement of the piston in the input section.

The degree of phase change correction or cancellation was observed
visually by noting the stability of a Lissajous figure formed by the output
sine waves as received over the two branch paths of the test circuit, and
was measured using a phase meter. Some change in the phase between
the two output branch signals was to be expected because of the differ-
ence in frequency between the pilot and the signal. Fig. 10 shows the
measured and calculated phase change in the output produced by large
changes of phase in the lower branch of the circuit. It will be noticed
that the resultant measured output phase change, AO, is not exactly a
linear function of changes in input phase. These variations from linearity
were shown to be caused by mismatches in impedance and leakage
between various parts of the circuit and were partially corrected with
isolators. Calculation of the ratio of wavelengths for WR159 rectangular
waveguide for the two frequencies 6200 and 6034 mc gives a value of
1.04 or a difference of 15° for each wavelength, which is in very good
agreement with the average measured value. The difference frequency
was later reduced to 40 mc, and the output phase variation was reduced
proportionally.

Most of the tests described were made under a condition of large
signal-to-noise ratio and low gain. The phase correction was found to he
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Fig. 10 - Comparison of calculated and measured phase compensation.
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very stable with change in time, level and frequency. In order to deter-
mine how the scheme would operate for low values of signal-to-noise and
with over-all gain typical of an actual repeater, attenuation was added
in the lower branch of the circuit to reduce the level of com . This loss
was then compensated by adding about 100 db of IF amplification to
bring the level back to its former value. When the signal-to-noise ratio
was measured at 2 db, the pattern on the scope was much more ragged
due to the large random noise present, but it was still stable and indi-
cated the desired cancellation of phase.

IX. CONCLUSIONS

An antenna beam -steering scheme using a pilot tone and phase inver-
sion makes possible large antenna gain even for nonoriented satellite
repeaters or movable terrestrial repeaters. A large number of low -power,
elemental repeater amplifiers with inputs and outputs connected to
like elements in similar arrays, or diplexed onto common elements in a
single array, are used. The scheme is particularly suited for use with
solid-state devices since the (low) power output of many units is effec-
tively added in -phase. Reliability is provided by the many parallel
paths through the repeater; failure of individual units will only slightly
degrade performance. Although the radiation is not isotropic, the radia-
tion or sensitivity toward distant terminals can be independent of array
orientation, and thus the idea is well suited for use with unoriented
satellites. A simple experiment has been performed to demonstrate the
basic steering property of the phase inversion scheme.
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On the Properties of Some Systems
that Distort Signals-I

By I. W. SANDBERG

(Manuscript received March 20, 1963)

This is the first part of a two-part paper concerned with some generaliza-
tions and extensions of the Beurling-Landau-Miranker-Zames theory of
recovery of distorted bandlimited signals. We present a uniqueness proof
that extends Beurling's result and study a class of functional mappings
defined on Hilbert space. As an application, we show that the recovery re-
sults can be extended to cases in which a known square -integrable corrupting
signal is added to the input signal and the result applied to a time -variable
device which may be nonlinear. It is proved that an assumption made by
the earlier writers is in fact necessary in order that stable recovery be possi-
ble. Part II will consider the more complicated situation in which a single
time -variable nonlinear element is imbedded in a general linear system.

I. INTRODUCTION

. A signal transmission system is a realization of an operator that maps
input signals in one domain into output signals in a second domain.
When the system contains energy -storage devices as well as time -

variable or nonlinear elements, the mapping is usually quite complicated.
Very little in the way of a general theory is known concerning the
mathematical properties of such mappings.

Of course one of the important properties of a mapping is its inverta-
bility or lack of invertability. Some particularly interesting results re-
lating to the existence of the inverse of a special mapping have been
obtained by Beurling, Landau, Miranker, and Zames. They consider
the situation in which a square -integrable bandlimited signal is passed
through a monotonic nonlinear device. Beurling showed, by means of a
nonconstructive proof, t that a knowledge of the Fourier transform of
the distorted signal on the interval where the transform of the input
signal does not vanish is sufficient to uniquely determine the input

t Beurling's proof is given in Refs. 1 and 3.

2033
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signal. Landau and Mirankeri have considered a stable iteration scheme
for obtaining the input signal from the bandlimited version of the dis-
torted signal. They assume that the distortion characteristic possesses
a derivative bounded above and below by positive constants. A solu-
tion of this type was found independently by G. D. Zames.2 Some ma-
terial associated with the stability of the iteration scheme and an im-

pressive recovery experiment are discussed by Landau.3
This paper is concerned with some generalizations and extensions of

the results mentioned above. Our primary objective is to show that the
results in Refs. 1 and 2 are special cases of a quite general theory.

Section II considers some mathematical preliminaries. In Section III
we discuss the solution of a class of functional equations defined on an
arbitrary Hilbert space, and give a uniqueness proof that extends Beurl-
ing's result. In the next section two general signal-theoretic applica-
tions of the results in Section III are discussed. Theorem IV implies,
among other things, that the recovery theory of the earlier writers can
be extended to cases in which a known square -integrable corrupting
signal is added to the bandlimited input signal and the result applied
to a time -variable device which may be nonlinear. Section V concludes
Part I with some specialized results that contribute to a deeper under-
standing of the character of the previous material. In particular it is
proved that an assumption made by the earlier writers is in fact neces-
sary in order that stable recovery be possible.

Part II will consider the more complicated situation in which a single
time -variable nonlinear element is imbedded in a general linear system.
We treat a recovery problem of the type considered by the earlier writers
and prove that recovery is possible under quite general conditions. This
study may have applications in improving the quality of distorted data
obtained, for example, from a malfunctioning transmitter in a space
satellite.

II. PRELIMINARIES

Let cR = [0,p] be an arbitrary metric space." A mapping A of the space
R into itself is said to be a contraction if there exists a number a < 1

such that

p(Ax,Ay) ap(x,y)

for any two elements x,y c 0. The contraction -mapping fixed-point
theorem' is basic to much of the subsequent discussion. It states that
every contraction -mapping defined in a complete metric space R has
one and only one fixed point (i.e., there exists a unique element z E 0
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such that Az = z). Furthermore z = liin A"x0 , where x0 is an arbitrary
element of 0.

Throughout the discussion 3C denotes a real or complex Hilbert space.
If f,g c 3C, then (f,g), f = (f,f), and II f - g II, respectively, denote
the inner product of f with g, the norm of f, and the distance between
f and g. It is not assumed that 3C is separable or that it is of infinite
dimension.

The space of complex -valued square -integrable functions with inner
product

(f,g) = fIfq dt,

where g is the complex conjugate of g, is denoted by 22 and £2R denotes

the intersection of the space 22 with the set of real -valued functions.
We take as the definition of the Fourier transform of f(t) E

MAJ) = fee f(t)e-1" dt,

and consequently

f(t) = le° F(w)ei" dc.o.
27 -00

With this definition, the Plancherel identity reads:

2ir f f(t)g(t)dt = f F(w)G(w)

Except when indicated otherwise, a function and its Fourier transform
are denoted, respectively, by lower and upper case versions of the same
symbol.

The symbol 3C denotes an arbitrary subspace of 3C. Hence 3C = 3C
3C', the direct sum of 3C and av, where 3C' is the orthogonal complement
of 3C with respect to 3C. The operator that projects an arbitrary element
of 3C onto 3C is denoted by P. The subspaces of 0C2R of principal interest
to us are t

Co) = if(t) I f(t) E £2R ; F(w) = 0, wry}
and

D(Z) = If(t) I f(t) E 22R ; f(t) = 0, t e Z},
f It is a simple matter to verify that the linear manifold (B(0) is in fact a sub-

space. An obvious modification of the proof in Ref. 1 for the case in which 0 is a
single interval suffices.
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where S2 and I are each the union of disjoint intervals. It is hardly
necessary to mention that the class of electrical signals belonging to
63(0) or IX 2) is of considerable importance in the theory of electrical
communication systems.

We shall use the fact that any projection operator defined on a Hilbert
space is self adjoint [i.e., that (f,Pg) = (Pf,g) for any f,g e 3C].

The symbol I is used throughout to denote the identity transforma-
tion.

III. INVERSION OF A CLASS OF OPERATORS DEFINED ON AN ARBITRARY

HILBERT SPACE

As we have said earlier, a signal transmission system is a realization
of an operator that maps input signals in one domain into output signals
in a second domain. The following theorem relates to the existence of
the inverse of a particularly relevant type of nonlinear mapping defined
on an arbitrary Hilbert space.
Theorem I: Let Q be a mapping of 3C into 3C such that for all f,g e 3C:

Re(Qf - Qg,f - g) ki - g II 2

2 < 2

where k1 and k2 arc positive constants. Then for each h e 3C, the equation
h = PQf possesses a unique solution ( PQ ) -'it c 3C given by (PQ)=
lim f where

in+1 = (h - PQfn

and fo is an arbitrary element of 3C. Furthermore, for all h1,h2 e 3C

II
)-1/11 (PQ -1h2 -

Proof:
Let A = PQ and note first that

Re(Af - Ag,f - g) = Re(Qf - Qg,Pf - Pg)

=Re(Qf-Qg,f-g)?k1IIf-gII2

for all f,g E 3C since P is a self-adjoint transformation.
The equation h = Af is equivalent to f = Af, where Af = ch f -

cAf and c is any nonzero constant. The following calculation shows that
A, a mapping of 3C into 3C, is a contraction when c = k1(k2)-1:
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Ilk - II 2 = I f - g - cAf + cAy 11 2

= f - g 11 2 - 2c Re(Af - Ag,f -g) + C2 Af - Ag 11 2

(1 - 2Cki C2k2) f g , c > 0.

Since (1 - 2c/c1 c2472) > 0 for all c > 0, it follows thatf k12 5 k2
Hence

-k22IIAf
0 <(1 -k22 < .

The last inequality stated in the theorem follows from an application
of the Schwarz inequality. For all f,g e 3C

11 Af - Ag 11 II f - g lj 1 (Af - Ag,f - g) I I f - g II 2.

Thus

Af Ag f g 11

In particular, with f = A-ihi and g = A -1h2 ,

If h.l - h2 II k1 II A-111 - A-1112 II

3.1 Uniqueness Theorem

We show here that the uniqueness property of solutions to equations
of the type considered in Theorem I is implied by much weaker hy-
potheses than those stated in the theorem.
Theorem II: Let f,g E X and let Q be a mapping of 3C into 3C such that
(Qf - Qg,f - g) vanishes only if f = g. Then if the equation h = PQz
has a solution z e 3C, it is unique.
Proof:

Assume that PQz1 = PQz2 where z1, z2 c 3C. Since P is self-adjoint,

(Qzi - Qz2 , z1 - z2) = (Qzi - Qz2 Pzi - Pz2)
= (PQ.zi - PQz2, z1 - z2)

= 0.

Hence z1 = z2
Theorem II is a generalization of the uniqueness theorem due to A.

Beurling.1 '3

t Alternatively, the hypotheses and an application of the Schwarz inequality
yields:

ki2 f g
(Af - Ag, f - g) 12 Af - Ag 11211 f - g k2 - g P.
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IV. APPLICATIONS

We present two theorems that have specific signal -theoretic interpre-
tations.
Theorem. III: Let 3C = 22 and let

Lf = f :1(t - r) f(r) dr

where 1(t) e £2 and f e 3C. Suppose that

sup I L(co) 1 < 00, Re L(0.) -a

where a < 1. Then for any h e 3C, h = f PLf has a unique solution
f e 3C. Suppose alternatively that

sup I L(w) I < 00, Re L(w) > 0 a.e.

Then PL is a mapping of 3C into itself such that the equation

h = PLf, h 3C

possesses at most one solution f e 3C.
Proof:

Let Q = I L and let z E 3C. Using the Plancherel identity

Re(Qz,z) = I I z Re(Lz,z)

= z Re f L(w) Z(w) dw

Also,

(1 - a) 11 z 112

PQz 2 IlzII 2 + 2 Re(Lz,z) Lz II 2

( 1 + 23 + 62) IlzII2

where S = sup I L(w) I . Hence the hypotheses of Theorem I are satis-

fied. This establishes the first part of Theorem III. The second part is a
direct application of Theorem II since, f in view of the Plancherel iden-
tity, it is clear that here Re(Lz,z) vanishes only if z = 0.

If 3C = 5)(Z), Theorem III implies that under either of the stated
conditions only a knowledge of the output for t e Z of a known linear
filter is necessary to completely determine the input to the filter, if it is
known that the input vanished for t r Z. In addition, if h(t) is any ele-

f The boundedness of I L(w) I is required in order that Lf e 22 whenever f e 3C.
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ment of D(2), there exists in the first case a unique input signal in
D(Z) such that the projection of the output signal is h(t), and this
input signal, which can be computed in accordance with Theorem I,
depends continuously on h(t). Some related results are discussed iii the
Appendix.
Definition, I: It is assumed throughout that (p (a.) = (°(x4) is a real -valued
function of the real variables x and t.
Theorem IV: Let 3C = 3C 4. 3C' be a real Hilbert space in which I f(t)
g(t) 1 for all t implies that II f I I k I I g I I whenever f,g e 3C. Let ,p(x,t)

satisfy

m(x - y) < v(x,t) - so(y,t) S 31(x - y) when x > y
where m and M are positive constants. Let io[f]E 3C, f e 3C. Then for any
It(t) E 3C, v(t) E SC', there exists a unique w(t) e 3C such that

Pq,[w(t) o(t)] = u(t).

In ,fact, w(t) = lim wn where

m
wn+1 = - u - Pco[v + + wn

and wo is an arbitrary element of 3C. In addition,

Rp[v f] - Pco[r m f - g ; f,g c 5C, v c 5C'

and if Pio[v. w] = , Rin[vb tvb] = ub where wa ,wb ,Va r 3C and
Va ,Vb E ,

1

II w - Wbil m- II lia - 'UbII
7/2M

11 Va Vbi!

II
- 11 ika - + wa - wb II.

Proof:
We first show that the hypotheses of Theorem I are satisfied when Q

is defined by Qw = io[w + v]. Let = (n - m) where
co[1 .1] - (p[v g]

g
n; f,g e 3C.

Observe that an application of a well known identity yields (with z =
f- g):

(nz,z) - m(z,z) = (0,z)

=
0.

(.4 + 1)z II 2 - 1)z 11 2
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Hence (ce[v f] - 95,[v g], f - g) m II f - g ij 2. Since, in addition,

Pv[v - Pio[v + 11 11 so[v + - co[v g]II

M 11 f - g 11 ,

the hypotheses are satisfied. The bound on II wa - wb II is obtained from
the inequality:

II w. 5- Till IIRP[Wa + Va] - 1)(PlWb Va] 11.

Specifically, the right-hand side is equal to

- I I 13(p[wa va] - Pio[wo vb] Rp[wb vb] - Pce[wb va] II

m I I Ua tab II -
7/1

PV[Wb Vb] RP[Wb Va] II

,1 M
m litta Ubil

,

7/2
IlVa -

With 3C = £m and 3C = 63(9), Theorem IV implies that if a function
of time w(t) having frequency components which vanish outside SZ is
added to a second function v(t) with frequency components which vanish
inside 0, and if the result is applied to a quite general type of time -
variable nonlinear amplifier in cascade with an ideal linear filter having
only passbands coincident with the intervals contained in 12, then the
output is sufficient to uniquely determine the signal w(t), assuming of
course that v(t), it, and the function co(x,t) are known. Furthermore, for
each signal 21(t) e 3C', there exists a unique input w(t) e 3C such that the
output is any prescribed element of 3C. In particular, w(t) depends
continuously on the prescribed output and v(t).

If 3C is the usual space of real -valued periodic functions of t, and
(p(x,t) is similarly periodic in t, the theorem possesses a similar interpreta-
tion. Of course, all of the results are valid for the interesting special case
in which so(x,t) = xco(1,t) (i.e., when the physical operation correspond-
ing to this function is product modulation).

The inequality: II Rp[v f] - Pio[v g] II > m !If - g II in the con-
clusion of Theorem IV is quite interesting from an engineering view-
point. For example, let 3C = .C2R , 3C = CO), and suppose that f e 63(12)
is the input to a time -variable nonlinear amplifier with transfer charac-
teristic co(x,t) which satisfies the assumptions stated and for simplicity
co(0,0 = 0. Then II Pco[f] II >= m II f II , a lower bound on that part of the
energy of the output signal which is associated with the frequency bands
occupied by the input signal.
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Remark: It can be shown that Theorem IV remains valid if the words
"Hilbert space" are replaced with "Banach space" (and 3C denotes an
arbitrary subspace of the Banach space with P the corresponding projec-
tion operator). In particular, the existence and uniqueness of the func-
tion w(t) follows from an application of the contraction -mapping
fixed-point theorem to the equation w = (P - cPQ)w cu in which
Q is defined by Qw = tp[w v] and c is a real constant. Using the
fact that II P II < 1, it is not difficult to show that there exists a c for
which (P - cPQ) is a contraction.

V. SOME SPECIAL RESULTS

In this section we present some results that contribute to a deeper
understanding of the character of the material already described. We
shall be concerned throughout with the space 22

In the proof of Theorem IV the hypotheses concerning co(x,t) is used
to establish the applicability of Theorem I. The following theorem
asserts that, for this purpose, the hypotheses can be relaxed somewhat
if 3C = 22R and 3C = (B, where 433 denotes (3 (St) when S2 is a single fixed
finite interval centered at the origin. The orthogonal complement of 63
is denoted by (B*.

Theorem V: Let 3C = cent and 3C = 63. Let f c 63, v e 63*. The operator Q
defined by Qf = (p[f v] satisfies the hypotheses of Theorem I assuming
that

m(x - y) S (p(x,t) - io(y,t) < M (x - y) when x Z y

for all t e H, where m and M are positive constants, II is a subset of the real
line, and

in which

and

< m[1. - X(11)]
(11 )

8 = sup
zu
y

50(27,t) go(Y,t)

x - y

f if 12 at
x(n) = sup H

[Ifla ll' 2



2042 THE BELL SYSTEM TECHNICAL JOURNAL, SEPTEMBER 1963

Proof:
Clearly, II RP[i - Pio[g v] II II

co[ f v] - io[g
max (S,M) II f - g II

Let II* be the complement of II with respect to the real line. Observe
that

(v[f - co[g v], f -g) = f (g)[f +v] - v]) (f - g) dt
11*

M f (1 - g)2 dt f (co[f - (p[g vp(f - g) dt

-m (f - g)2 dt m f :(f - g)2 - (m a) fn (f - g)2 dt

[m - (m o)x(11)] Ilf - g 112.

When II is any set of finite measure, )1/4(II) is less than unity.t
At this point it is convenient to introduce

Definition II: An operator A defined on a Banach space is said to be
bounded if there exists a constant k such that 11 Af - Ag II :5_ k II f - g II

for all f,g in the domain of A.
This definition obviously reduces to the usual one in the event that A
is a linear operator. From the viewpoint of implementing a signal re-
covery scheme (i.e., of constructing a device that reverses the effect
of some known operator), it is highly desirable that the inverse operator
be known to be bounded, since this situation guarantees that an error
in the input signal to the recovery device would produce at most a
proportional error in the recovered signal, assuming that the device
functions as an ideal realization of the inverse operator. We shall con-
sider the existence of two situations in which a mapping of the type
considered earlier does not possess a bounded inverse.
Theorem VI: Let m(x - y) < co(x,t) - co(y,t) < M(x - y) for x

y when t e II and (p(x,t) = 0 when t e II, where m and M are positive
constants and H is a set of finite measure. Let A be the mapping of 63. into
63 defined by Af = Pge[f], f e 63. Then A does not possess a bounded inverse.
Proof:

If existed and satisfied - A-1g 11 k II f - g 11 for all
f,g E 63, it would follow that 11 Af - Ag 11 > (k)-1 II f - g II. However,
since for any E > 0 there exists a z E 63 such that

t This is proved in Ref. 5 for the case in which II is a single interval. H. J.
Landau has pointed out to the writer in a private conversation that the published
argument can be extended to apply to an arbitrary set of finite measure.
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f dt <114 = and

the following calculation shows that the inequality cannot hold for any
finite :

1113 (Pi f -P 40[0112 11,Prfi (P[g1112 = Gp[.r] - co[g]), do

_ dt.

Recall that the mapping described in Theorem IV possesses a bounded
inverse and that o(x,t) is assumed to satisfy the Lipschitz condition:
m(x - y) S so(x,t) - so(y,t) when x > y, where m is a positive constant.
The assumption that m does not vanish is essential; the result is obviously
not valid if co(x) vanishes throughout a neighborhood of the origin of the
x-axis for all t. The following theorem focuses attention on some restric-
tions imposed on the derivative of so(x) by the requirement that the
mapping possess a bounded inverse.
Theorem VII: Let v(x,t) be independent of t and continuously differ-
entiable with respect to x on the interval E. Let I v(x,t) - p(y,t) 5
MIx-yland

. f thp(x)in,
ax

=0.

Then the mapping A, of (B into (B, defined by Af = Ap[f], f E (B does not
possess a bounded inverse.
Proof:

As in the proof of Theorem VI it suffices to show that for any E > 0
there exist functions f,g e 3 such that 11f - g II = 1 and II Pco[f] -
AM II < E. We need the following result.
Lemma I: Let T and e be positive constants and let k be a real number.
Then there exists a function g e (B such that

I g(t) - k I< E, I t I < T.

The proof of the lemma is very simple. Let 0(0 E (B such that 0(0) 0.
Since 0(t) is continuous, I - k I < e, I t I < bi- for some constants
a and b where b > 0. If b < 1, set g(t) = akbt). This proves the lemma.

From the hypotheses there exists for any Ei > 0 an :YoeI.", such that

&p(x)dx-
El I x - xo I <(5l
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where Si is a positive constant that depends on El . Choosey' h such thatt
h e 63, 11 h II = 1, and I h(t) I < 161 ; and then, for any 2 > 0, determine
T such that

h2 dt < E22.
t > T

Through Lemma I, choose g e 63 such that I g - xo I < 151 when I t I < T,
and set f = g h. Observe that II Pio[f] - Pco[g] 2 5 lI (PM - col(/1 !I 2

and that the right-hand side is equal to

JtlsT {40[g h] - co[g]l2 dt f fv[g -I- hi - co[g]]2 dt

su
co[g h] - yo[g] 2

p dt
itisT

+ M2 h2 dt 2 + 2

J
E12M e2

I t 1).7'

Since EI2 and E22 are arbitrary positive constants, our proof is complete.
Remark: The proof can easily be extended to cover some situations in
which the variation of e(x,t) with t plays an important role. One such
situation is that in which

aio(x,t)
ax

=0

where .(t) is continuous for all finite t and ac/ax is uniformly continuous
in a neighborhood of the curve x = t(t).
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APPENDIX

Some Results Related to the Previously Mentioned Application of the First
Part of Theorem III

Suppose that L is redefined by

Lf = f 1(t,r) f(T) dr, f e D(E)

t The writer is indebted to H. J. Landau for suggesting this approach.
The function (sin kt)/ lort satisfies the unit norm condition and for suffi-

ciently small k satisfies the other two requirements.
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where

frfIl(t,T)12drdt< 1.

Then PL is a mapping of D(2) into itself such that for any h e 1)(Z),
the equation h = f PLC' possesses a unique solution f c DM. The
proof of this result follows from Theorem I, a two -fold application of
the Schwarz inequality which shows that

I Re (Lz,z) I < II z11244 dr dt

for all z e 33( I), and a similar calculation using the Schwarz inequality
which establishes that Lz E 22 whenever z e DM and that there exists
a constant k such that P(I L)z II kJ' z II for all z c D(2).

The result mentioned above can be obtained also from a direct con-
sideration of the pertinent Fredholm integral equation:6

h(t) = f(t) jze(t) 10,7) f(T) dr,

where

e(t) = 1,

= 0,

In addition when

t 2,

t Z.

(1)

1(t,T) = 0, t < T

[i.e., when /(t,T) is a Volterra kernel], it is known' that (1) possesses a
solution f if

sup I /(t,T) I < CO, h(i) I (it < CO,
,r

and Z is a bounded set.
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A Radiometer for a Space
Communications Receiver

By E. A. OHM and W. W. SNELL
(Manuscript received March 28, 1963)

By adding a square wave of noise to the input of an ultra -low -noise re-
ceiver via a directional coupler, a radiometer with a sensitivity greater than
a Dicke type can be achieved when the bask system temperature is less than
18°K. A noise -adding radiometer is compatible with a communications
receiver and has been used (i) to measure and monitor the absolute system
temperature and (ii) to check the boresighting of a space communications
antenna by detecting and tracking radio stars.

I. INTRODUCTION

A noise -adding radiometer, unlike the Dicke type, does not require
the input to be switched to a reference temperature. Since a typical
good switch adds 7°K or more to the system temperature, it can cause a
relatively large increase in the temperature of an ultra -low -noise receiver,
and this in turn will cause a significant decrease in the radiometer and/or
communications sensitivity. The use of an input switch can be avoided
by using a noise -adding radiometer which, for an ultra -low -noise system
temperature, is just as sensitive as a Dicke radiometer. A unique feature
is that it can be added to an ultra -low -noise communications receiver
without causing a large increase in the system temperature. Thus a
sensitive tracking receiver, designed primarily to handle communica-
tions,' can also be used to monitor, measure, and map the system en-
vironment temperature including radio stars. Conversely, the radio
stars with known positions can be used to check the boresighting of the
antenna.

The major hardware components required for a noise -adding radiome-
ter are readily available; the excess noise temperature, mismatch, and
instability problems normally associated with a mechanical or ferrite
switch are avoided; and the fluctuations due to imperfect circuit com-
ponents can be reduced to an acceptable value by using a new high -

2047
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Fig. 1 - Block diagram of a noise -adding radiometer.
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output -level square -law detector in combination with an improved
noise lamp pulse circuit. In particular, a threshold of AT = 0.04°K
(21 times theoretical) has been achieved for periods of 10 seconds when
the post -detection time constant is 1 second. For 30 -minute periods, a
long-term threshold of AT = 0.12°K (10 times theoretical) has been
achieved when the time constant is 15 seconds. Due to the rather small
aperture of the Crawford Hill horn -reflector antenna, 26.8 square meters,
the corresponding long-term flux or power density threshold is 1.2 X
10-25 watts meter -2 cps -1, but this is sufficiently sensitive to detect and
track 30 or more radio stars as well as Venus near inferior conjunction.
Cassiopeia A and Virgo A have been measured and found to have flux
densities of 1.47 X 10-23 and 1.48 X 10-24 watts meter -2 cps -1, respec-
tively, at 2390 mc. The uncertainty of measurement is less than 15 per
cent. Since absolute system temperatures can be rapidly and precisely
recorded for many hours at a time, it was also practical to obtain data
for, and prepare, an accurate environment temperature map of the horn
antenna site at Crawford Hill, New Jersey.

A block diagram of the noise -adding radiometer is shown in Fig. 1.
In the manual mode of operation, a known amount of excess noise from
an argon noise lamp is added to the input circuit via a waveguide direc-
tional coupler. This gives a ratio, Y, of the system input temperature
with the noise added, TS + TA , to the system input temperature, T3

± TAY -
Ts

(1)
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Ts-
YTA 1

(2)

To determine Ts , Y can be measured by noting the change in IF at-
tenuation required to keep the IF output power constant when the
noise lamp is turned on. Alternatively, since the detector is square -law
and the IF amplifier is linear, Y is also given by the ratio of the output
voltages of the square -law detector. Since the first method is more
accurate, it serves as a calibration check for the second, which is more
suitable for a continuous measurement.

The ratio of output voltage, Y, is generated a thousand times per
second by pulsing the noise lamp at a 1-kc (50 per cent duty cycle)
rate. This produces a rectangular wave at the output of the square -law
detector as shown in Fig. 2. The rectangular wave is then passed through
a solid-state single -pole, double -throw switch, also operated at 1 kc,
where the voltage proportional to Ts + TA is always switched to channel
1, and the voltage proportional to Ts is always switched to channel 2.
The two waveforms are filtered to obtain the fundamental 1-kc compo-
nents and are then connected in -phase to a ratio -meter. The ratio, Y,
is continuously indicated on a calibrated meter, and also by the output
voltage of the ratio -meter. Since Ts is a function of Y and the known
constant TA , (2), the continuous outputs can be readily calibrated in
terms of the absolute system temperature.

A small change in input temperature can be measured with good
accuracy by using observed values of Y and AY. Differentiating (2)

0.25

0.20

w
L 0.15

°> 0.10

0.05

500

TA

Ts TS

TA

IS Ts
10001000 1500

TIME IN MICROSECONDS

THE VOLTAGE UNDER THE CLEAR AREA IS SWITCHED
TO CHANNEL 1 AND THAT OF THE SHADED AREA IS
SWITCHED TO CHANNEL 2

2000

Fig. 2 - Output voltage of a square -law detector.

2500
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d Ts TA

dY (Y - 1)2

Substituting Ts of (2) for TA/ (Y - 1)

T,stiTs - AY
Y 1

(3)

where Ts, Y, and t Y can be found from the output voltages of the
ratio -meter.

II. MINIMUM DETECTABLE CHANGE OF INPUT TEMPERATURE

It is shown in Appendix A that the theoretical minimum change of
input temperature which causes the output voltage, V, to change the
same amount as the rms value of the noise fluctuation is

ATs ( theoretical) = T$(1 -Ts)7 1
(4 )

TA -j VBT

where: T$ = the total system temperature referred to the waveguide
input

TA = the temperature added when the noise lamp is on
B = the IF (predetection) bandwidth
T = the RC time constant of the output (post -detection)

filter.

Although it may appear anomalous that AT8 is reduced as TA is in-
creased, this can be explained in terms of the relative amplitude of the
1-kc rectangular wave in channel 1 compared to that in channel 2.
Referring now to Fig. 2, an increase in system temperature will increase
the amplitude of each 1-kc component the same amount. If one is much
larger than the other, however, the percentage decrease in ratio, Y, will

be larger, and this in turn will cause a larger change in the output voltage
of the ratio -meter. At the same time, the theory of a square-law detector
shows that the fluctuation in each channel due to noise power is pro-
portional to the 1-kc signal power. Thus the signal-to-noise ratio in each
channel is independent of the amplitude of the 1-kc rectangular wave.
It follows that the signal-to-noise ratio at the output of the ratio -meter
is also independent of the input amplitudes. Since the output signal
voltage due to a change in system temperature has been enhanced, and
the output signal-to-noise ratio is unchanged, it is thus possible to de-
tect a smaller signal when the 1-kc rectangular waves have a larger
difference in amplitude. In this application, the difference is achieved
by adding noise TA to channel 1.
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In the limit, TA and the amplitude of channel 1 are infinite. In this
case a change in system temperature cannot affect the amplitude of
channel 1, and it can be considered as a reference. Since the radiometer
is now insensitive to the system temperature for half the time, it operates
in the limit as a Dicke radiometer. For comparison, the sensitivity of a
Dicke radiometer is discussed later in connection with (15). A tentative
comparison of (15) to (4) with TA -4 co shows that if the system tem-
peratures could be made equal, the sensitivities would also be equal.

Since TA cannot be made infinite, its value must be taken into account
when calculating the sensitivity of a noise -adding radiometer. In particu-
lar, TA can be altered over a wide range by changing the coupling, L,
of the directional coupler, i.e.,

TA = L TH (5)

where TH is the excess noise available from the noise lamp. When the
noise lamp is off, the coupling L also adds room temperature noise from
the noise lamp termination to the basic system temperature

Ts = Tbasic Troom L = Tbasic 290L. (6)

Thus Ts will also be altered over a wide range. Upon substitution of (5)
and (6) into (4)

ATs(theoretical) = {(7!),ie 29OL)

(Tbnei.

7

(7)
290L)21 1

LTH 1 2 1//37- 

By differentiating (7) with respect to L and setting the result equal to
zero, it can be shown that (7) has an optimum minimum when L has
the value

L(optimum) Tbneic

- (290)1(TH + 290)1. (8)

Substituting back into (7)

290) (290) (290 7r Tbasie

TH

)ATB(optimum) [1 + 2 ( / + TH \TH BT
(9)

For a practical value of TH , 10,200°K,2 (9) reduces to

ATs(optimum) = 1.4 Tbnsic

2 V./37.
(10)
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For a communications receiver, it is desirable to minimize L of (6)
and have Ts as close as practical to nasic . Using (6) and (8) :

Ts - 1 + 290L - 1 + 290 )1.
( )m

Tbaaie 1 basic L(optimum) (TH -I- 290

For L = L(optimum) and Ty = 10,200°K, Ts is 16.6 per cent larger
than Tbasio  For L = 4 X L(optimum) this can be reduced to a more
acceptable 4.2 per cent. By substituting L = X L(optimum) into (7)
and comparing the result with that of (9), it can be shown that AT8-
(theoretical) is increased 35 per cent. Since ATB(theoretical) is equiva-
lent to the theoretical rms value of noise fluctuation, and since it has
been found that other practical sources of fluctuation add 11 times as
much to this value, the percentage increase in 1T8(total) due to an
increase in Ts(theoretical) is reduced by a factor of 21. Thus, in
practice, the total fluctuation is increased only about 14 per cent. Since
this is an acceptable penalty, the recommended value of L is

L(for communications receiver) = I X L(optimum).

For the nonoptimum values of TM and L used here, along with the
values of other parameters encountered in the experiment, i.e., for

TM = 6190°K*

L = 0.0153( -18.15 db)

TA = L TH = 94.6°K

T8 = 21.0°K (at the zenith)

290L = 4.45°K

Tbasio = Ts - 2901, = 16.55°K

B = 7.75 me

= 1 sec.

The nonoptimum theoretical value of ATs can be found by inserting the
values of Ts and TA in (4) which, for convenience, can be written

+ Ts) ir Tbasic e7r Timm

1 basic
AT8(theoretical) = mT8 (1

" TA .fifr =
1.55 VBT (12)

Comparison of (12) and (10) shows that the theoretical threshold

* TH was relatively small since it came from a coaxial noise lamp and was
further reduced by a coaxial line loss. See p. 1087 of Ref. 1.
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sensitivity with the above experimental parameters is only 10 per cent
less than optimum. * By inserting experimental values for Tbasic and B in
(12), the corresponding numerical value of ATs is

ATs(theoretical) = 0.015°K (13)

when the post -detection time constant, r, is one second.

III. COMPARISON WITH A DICKE RADIOMETER

An expression for the threshold sensitivity of a Dicke' radiometer in
which only one RF sideband is contributing to the receiver output has
been worked out in similar terms by Selove.4 His analysis assumes that
the switched reference temperature is small compared to the over-all
system temperature. To be valid for an ultra -low -noise receiver, it must
be assumed that the switched reference temperature is very low and
about equal to the antenna -plus -sky temperature. It is not at room
temperature as in the original Dicke radiometer. Thus, from the first
two paragraphs of Selove's Appendix,

ATs
(14)

Ts

where: b = the output low -pass -filter (post -detection) bandwidth, and
B = the IF (pre -detection) bandwidth. On writing b = IRC = 1/4T,
i.e., in terms of the time constant of an equivalent noise bandwidth, the
threshold temperature is

ATs(Dicke) = Ts
1/B7 (15)

where Ts , in this case, is composed of the basic system temperature
plus the temperature added by the required input switch.

Ts = Tbasa ± Taw itch .

The effect of Lwito, on the sensitivity can be seen by putting (15) in
the form

A7,s(Dicke) ?switch) 7r 'Phasic

Timsie 2 VT3; 

From comparison with the threshold temperature of an optimized
noise -adding radiometer, (10),

* For the value of TH used here and the observed value of Tbssio L is very
close to the optimum value called for by (8). Thus nearly all the reduction in
sensitivity is due to the relatively small value of Tit .
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T 8( Dicke) (1 Tawitold Tbasia)) (16)
ATs (noise -adding) 1.4

Thus, when Taw itch << Tbasic the threshold temperature of a noise -
adding radiometer is 40 per cent greater than that of the Dicke radiome-
ter. However, the threshold temperature will be less; i.e., the noise -adding
radiometer will be more sensitive, if Tbasio < 2.5Tswitch . Since a practical
input waveguide switch has an insertion loss of 0.1 db or more, a typical
value of T. itch is at least 7°K. Thus, if the basic system temperature is
18°K or less, an optimized noise -adding radiometer can be more sensi-
tive than a Dicke radiometer. Since the over-all sensitivity in each case
is determined largely by fluctuations added by the required practical
circuits, and since the circuits for each radiometer are different, the
theoretical comparison at this time merely indicates that the over-all
sensitivities are similar.

IV. MINIMUM DETECTABLE POWER DENSITY

Although the sensitivity of a radiometer can be conveniently expressed
in terms of A718 , the more important system parameter is the minimum
detectable change of power density per cycle of bandwidth. It will now
be shown how these are related by the effective area of the antenna. To
start,

Preceived = 4 X P X A

where: P = the incident power flow in watts per square meter, and A =
the effective antenna area in square meters. The factor z allows for the
fact that the receiver is sensitive to only a single polarization. Solving
for P,

2
X r-

271
P =

A
- received = -A K,13

where: K = Boltzmann's constant, B = the bandwidth in cycles per
second, and Ts = the equivalent input temperature. The incident power
flow per cycle of bandwidth is therefore

P 2K
A

s . (17)= -
In the radio astronomy literature, the quantity P/B is often called
the flux density, S. Small changes in flux density, AS, are proportional
to changes in the input temperature, OT8 and therefore,

(f) 2K
k/31 A

(18)



RADIOMETER 2055

Upon substitution of numerical values for K, 1.380 X 10-23 joules/
degree, and A, 26.8 square meters at 2390 Inc,'

AS = 1.02 X 10-24 X .6.71s . (19)

Upon further substitution of the minimum detectable change of input
temperature, 0.015°K from (13), the minimum detectable change in
flux density, for T = 1 second, is

A S(theoretical ) = 1.53 X 10-26 watts meter -2 (cps) -1 (20)

The experimental value of AS is somewhat larger, and the increase is
due to other sources of system temperature fluctuation, which will be
identified and discussed in the following description of the radiometer
parts.

V. COMMUNICATIONS RECEIVER

The Echo receiver had an over-all system temperature of 21.0°K,1
and its steerable horn -reflector antenna provided an effective area of
26.8 square meters.' The area is rather small for observing point-

source radio stars, but the disadvantage is compensated, in part, by the
small contribution to the system temperature by the far -side and back
lobes of a horn -reflector antenna. This minimizes the random change in
system temperature as the antenna beam is moved, and this in turn al-
lows (i) tracking to achieve a longer observation time and (ii) lobing
to obtain a more accurate position measurement.

The antenna is connected to the maser package with about 5 feet of
assorted waveguide. Included is a rotating joint for mechanically de-

coupling the antenna from the receiver and a 18.15-db directional
coupler for adding noise from a noise lamp. Of the 21.0°K system tem-
perature, about 2.5°K is due to the loss and temperature of the wave-
guide and 4.5°K is due to the room temperature termination of the
directional coupler. Of the 8°K added by the maser package, about 7°K
is believed due to the near -room -temperature insertion loss of the input
coaxial line.' Thus, about 14°K of the system temperature is propor-
tional to room temperature and as such is a source of long-term fluctua-
tion.

ATsR = 14 X
T (room)

For T = 290°K and an observed value of A T(room) = ±1°K, due to
air conditioner cycling, the calculated rms value of ATBR is 0.034°K.
However, the waveguide and coaxial lines have a poor thermal contact

AT(room)
(21)
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with the air and thus a long thermal time constant. Although the
period of air conditioner cycling depends on the weather, it is usually
relatively short, and therefore the actual value of A , in general,
will be somewhat less. A typical value is probably about 0.02°K.

In regard to the rotating joint, a gap of 20 mils or less, and an offset
error of 15 mils or less,' were sufficient to reduce this source of tempera-
ture fluctuation to a trivial amount.

A balanced diode converter follows the maser amplifier and contrib-
utes a small amount of noise, Tsc , to the system temperature

2700°K*
T - 68°K. (22)SC

Gmaser 4000 (36 dl))

Tsc will change, however, if either the maser gain or the converter
temperature changes. Taking the total differential

AT sc = T sc (AT)- T sc
Tc

(AGm)
G,

where: 1 Tc/TC = the estimated change in normalized converter tem-
perature in 30 minutes = ±0.01

aim/ G, = the measured change in normalized maser gain in
30 minutes = ±0.045.

Assuming that AT, and AG,,, are statistically independent

2

TTc)

iAGm\21
) (23)

Upon substitution of the numerical values, A Tsc (rms value) = 0.022°K.
This source of fluctuation can be nearly eliminated, i.e., Tsc can be
reduced toward zero, by using a maser with a larger gain or by using
two masers in series.

A net gain of 116 db is provided to drive the high-level square -law
detector with an IF noise power of +6 dbm when the noise lamp is on.
This is 12 db under the maximum linear IF output power and provides

a safe margin for the higher noise peaks. The predetection bandwidth,
B, of the radiometer is limited by the converter preamplifier to 7.75 mc.
If this is increased to 16 mc, the maser bandwidth, the theoretical sensi-
tivity, from (4), could be increased by a factor of 4.

VI. HIGH -OUTPUT -LEVEL SQUARE -LAW DETECTOR

By detecting a high -output level of voltage, the separate channel
gains which follow the 1-kc switch can be reduced to a minimum. Since

The interconnecting cable loss, 2.3 db, is included as part of this temperature.
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the gains can vary independently and thus increase the system fluctua-
tion, they can and should he reduced to a minimum. The square -law
characteristic is needed to convert the IF power, which is proportional
to the input temperature, to a linear output voltage. The combination
of high -output level and square -law is usually difficult to obtain, but
has been achieved with the circuit shown in Fig. 3. As indicated, a
relatively high output voltage, 0.5 volt, can be generated by a network
of series -parallel diodes when the available input power is +7.5 dbm.
For expediency, the detector assembly was matched to the output im-

HUGHES 1N100

PDioDE, AVAIL, MAX. = +7.5DBM

ZGENERATOR = 3311

PIN, AVAIL, MAX.
= +13.5 ()BM
ZIN = 7511

FREQ. = 70 MC

10-1

10-

10-

25

_.1
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Pig. 3 - Characteristics of a high -output -level square -law detector.
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pedance of the IF amplifier, and the required low impedance for driving
the diode network was obtained, by using a resistive matching network.
The measured characteristic is shown by the lower curve of Fig. 3. It
was experimentally verified that the output voltage can be doubled for
a given available diode drive power by placing a second diode network
of reversed polarity in parallel with the first. Since the insertion loss of
the resistive matching network is 6 db, and it can be replaced by a lossless
reactive network with the same generator impedance, the doubled out-
put voltage can be achieved with a 6-db reduction in the available input
power. The anticipated characteristic is indicated by the upper curve
of Fig. 3. For a precision square -law application, the output voltage of
a single -ended diode network should not exceed 0.125 volt, and that of a
push-pull diode network should not exceed 0.25 volt. The corresponding
available input power, from the upper curve of Fig. 3, can then be as
low as +4 dbm. Since the maximum linear IF noise power output is +6
dbm, and the circuit of Fig. 3 was used in the experimental radiometer,
the corresponding output voltage, from the lower curve of Fig. 3, was
on the order of 0.05 volt.

VII. DIODE SWITCH ASSEMBLY

The diode switch assembly consists of two clusters of Hughes 1N100
diodes, each forming a bridge network as shown in Fig. 4. The two
bridge networks are energized 180° out of phase and receive a 1-kc
switching voltage, a 15 -volt, peak -to -peak square wave, from the noise
lamp pulse circuit. The switching voltage is isolated from the input and
output circuits by the balance resistors R1, R2 and capacitors CI , 02
Since the isolation tuning is a function of particular diode impedances
and driving transformer capacitances (to ground), the values shown arc
nominal. By potting the diodes in an insulating compound, it has been
possible to reduce the system fluctuation due to thermal changes to a
negligible amount.*

VIII. RATIO -METER

A ratio -meter (Hewlett Packard 416A) is used to measure the ratio
of the sinusoidal voltage amplitudes supplied by the 1-kc switch as-
sembly. One output for indicating the ratio, Y, is a meter on the front

* The diodes are switched continuously, even when the noise lamp is off, in
order to provide 1-kc reference signals for the ratio -meter when Y = 1. This also
improves the long-term stability since possible diode heating, due to switching
power, is held constant.
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panel. From the theory of operation,7 the differential voltage across the
meter is

Vmeter C X tan 1 (1/Y). (24)

To take nonlinearities into account, the meter face must be calibrated,
and one of the factory calibrated scales, Percent Reflection, is equal to
100 VITI-7. Thus, in principle, Y can be derived from this scale. In
practice, however, the ratio indicated by the meter may be somewhat
less than the true value due to ignition and deionization times associated
with the noise lamp. Therefore, the meter was recalibrated, as discussed
in Appendix B, for measured values of Y, and a typical result is shown
in Fig. 5.

The other output for indicating Y is a single -ended voltage similar in
form to (24)

Vout 6 X tan--' (1/Y). (25)

In order to reduce error due to loading by the measuring and recording
circuit, a cathode follower was added as shown in Fig. 6, and its output,
V, was used as the ratio -meter output voltage. V was calibrated for
measured values of Y, as discussed in Appendix B, and a typical result
is shown by the upper left-hand curve of Fig. 7. The corresponding locus
of Ts was calculated from (2) for the experimental value of TA , i.e.,

94.6°K.
Thus, from Fig. 7, the absolute system temperature, Ts , can be found

by measuring the ratio -meter output voltage. In addition, small changes
in system temperature, OTs , can be found by measuring V and AV
and using these in connection with (3)

-T, -Ts AY
ATs = ' AY - AV (26)

Y - 1 Y - 1 AV

where 7's Y, and AY/AV are functions of V and can be found from
Fig. 7. For Ts = 21.0°K, (26) reduces to

DTs = 12.5 X AV. (27)

The ratio -meter offers good discrimination against a change in RF
or IF gain. From the accuracy specification, it can be shown that a
change of 1 db will change the output voltage about 0.00001 volt. Upon
substitution in (27), the apparent change in system temperature (rms
value) is A Tsp = O.0O1°K. Since this is an order of magnitude less
than the minimum detectable signal given by (13), this source of fluc-
tuation can be neglected. Other sources affected the ratio -meter, how-
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Y

ever, and generated relatively large fluctuations, equivalent to 0.5°K.
These were traced to changes in line voltage, vibration, and changes in
room temperature, and were reduced by (i) regulating the line voltage
and supplying the filaments with a regulated de voltage, (ii) substitut-
ing premium tubes for the standard factory -supplied tubes, and (iii)
placing the ratio -meter in an oven with a controlled temperature of
105°F. With these modifications, the fluctuations coming from the ratio -
meter were reduced to

TsR = 0.015°K (short-term)

= 0.04°K (long-term).

The short-term fluctuation is an rms value observed over periods of 10
seconds, and the long-term fluctuation is an additional rms value ob-
served over periods of 30 minutes. Separate channel gains are built into
a commerical ratio -meter to allow for low inpid voltages and to provide
for a large dynamic range. Since large voltages are available from a
square -law detector, and since the dynamic range required in this
application is relatively small, the separate channel gains are not needed
and should be reduced and/or eliminated. It is believed that this modi-
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fication will cause a further significant decrease in the long- and short-
term fluctuations contributed by the ratio -meter.

IX. MEASURING AND RECORDING CIRCUIT

The voltage range to be measured and recorded is indicated by the
abscissa of Fig. 7. To estimate the required order of stability, the value
of AV which corresponds to the threshold value of A Ta can be found
from (26). Solving for A V

ATH .AV = - Y - 1 AV (28)
Ts AY

Upon substitution of ATs = 0.015°K from (13), T8 = 21.0°K, and
the values of Y and AV/AY from Fig. 7 which correspond to TB = 21.0°K,
the threshold value of AV is 0.0012 volt. In order to measure this change
in voltage, a back -bias circuit is needed to buck out the 5 to 9 volts dc;
a sensitive dc meter is needed; and the utmost stability is required. These
objectives were met by combining a constant impedance back -bias
circuit with a precision high -impedance voltmeter (Hewlett-Packard
412A), as shown in Fig. 6.

In regard to the back -bias circuit, note that V, in contrast to AV, can
be readily measured with the precision voltmeter by turning off the
back -bias switch. When this is done, the series impedance (7250 ohms)
and the battery drain (1 ma) are both held constant to maintain good
stability.

The voltage finally recorded is generated by the precision voltmeter.
Since it varies from 0 to 1 volt for any full-scale meter deflection, a
low -gain and therefore stable recorder can be used. Since the precision
voltmeter drift is less than 0.1 per cent on any scale, and since the drift
in back -bias voltage is less than 0.0001 volt, the total fluctuation due
to the measuring and recording circuit is negligible.

X. NOISE LAMP PULSE CIRCUIT

The circuit outlined in Figs. 8 and 9 can be used to operate a fluores-
cent or argon gas discharge tube with a near 50 per cent duty cycle and
a repetition frequency from 40 to 2000 cps. The excess noise is very
stable; the on current can be varied over a wide range; and the filament
is expected to last as long as it would in continuous service. In this
application the repetition frequency was adjusted to coincide with the
1-kc center frequency of the ratio -meter.

The key to a stable pulsed noise output is that the high -voltage igni-
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Lion spike is generated in parallel with, rather than in series with, the
main current path, and it is applied to the noise lamp via a large series
resistance. Referring to Fig. 9, the sequence of operation is: (i) V2 is
initially conducting and its current stores magnetic energy in the induc-
tance, LI. V1 is cut-off. (ii) To achieve ignition, V2 is now cut-off and
V1 is biased into conduction. The slow collapse of the magnetic field
maintains a near -constant current, which, since V2 is cut-off, increases
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the voltage across C1 towards a very large value. Cl , incidentally, is
due primarily to the stray capacitance associated with L1 . Since the
deionized noise lamp has an infinite resistance and since its anode is
isolated from B+ by diode D1 , the rising voltage of C1 is also applied
across the noise lamp. (iii) When sufficient voltage is developed, the
noise lamp is ionized and its resistance falls abruptly to 375 ohms. In a
conventional circuit in which the anode of the noise lamp is connected
to the junction of L1 and CI , the charge stored in Cl is discharged di-
rectly through the noise lamp via V1 . This causes an undesirable high -
power transient, which in turn causes severe ionic bombardment of the
noise lamp filament. In the circuit of Fig. 9, however, the charge stored
in C1 is largely dissipated in the current -limiting resistor, R1 . (iv) After
ionization, the current control tube, Vi , allows an adjustable amount
of current to flow for the rest of the on period via the diode D1 . (v)
At the beginning of the off period, V1 is again biased beyond cut-off
and V2 is biased into conduction. This is the initial condition and the
sequence is repeated at the start of the next on period.

By accounting for all other output voltage variations, it was estimated
that the short-term (10 -second) fluctuation at the ratio -meter output
due to the noise lamp and its pulse circuit was AV ti 0.0008 volt (rms),
and the additional long-term (30 -minute) variation was AV ,'"=" 0.0020
volt (rms). The equivalent rms changes in system temperature, from
(27), are

ATsL = 0.010°K (short-term)

= 0.025°K (long-term).

Incidentally, the corresponding change in noise lamp temperature,
ATH , can be found by substituting ( Ts + TA)/T,, for Y in (25), and then
differentiating with respect to TA. After rearranging,

01'A( TA + T8)2 ±s2 AV.
6T3

Since A TA is attenuated from 0TH by the waveguide directional cou-
pling, L, and by the transmission coefficient, K, of the coaxial line con-
necting the noise lamp to the directional coupler,

(TA ± T3)2 ± Ts'ATH = -AV. (29)
6T3KL

For K = 0.73 and the experimental values of TA , Ts and L, the change
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in noise lamp temperature is

AT,/ = 9900 AV.

For the estimated total value of A V, 0.0028 volt (rms), the apparent
value of 1TH (rms) is only 28°K, i.e., very small compared to TH
6190°K.

It is shown by (36) of Appendix A that the ratio -meter, to a first
order, responds to only the in -phase component of the 1-kc input volt-
ages. By assuming a model of flat-topped and delayed excess noise, it
can further be shown, using Fourier analysis, that the difference between
the experimental and theoretical calibration curves, Fig. 5, can be ex-
plained by an ionization delay of 160 microseconds and a deionization
lag of 64 microseconds. For comparison, the desired excess noise interval
is 500 microseconds. The calculated delays are similar to those reported
by Kuhn and Negrete.8 Thus the excess noise is apparently delayed into
the off time interval and, in addition, it is on for only 404 microseconds.
By delaying the 1-kc switching voltage of Fig. 8 about 110 microseconds,
TA can be centered in the on time slot with a guard time of 50 micro-
seconds on either edge. An analysis of this shows that the experimental
calibration curve, Fig. 5, will then be within 2 division of the theoretical.
The improvement in timing is highly recommended since it will probably
eliminate most of the fluctuations attributed to the noise lamp pulse
circuit.

XI. SUMMARY OF FLUCTUATIONS

The system fluctuations, in terms of rms changes in system tempera-
ture, are summarized in Table I. The first item is a natural fluctuation
which is due to an intrinsic property of the input temperature T3 , as
described by (4). It is assumed here that Ts is due to a steady contribu-
tion from the atmosphere, antenna, waveguide, maser, and IF converter.
In contrast to this, all other fluctuations are due to imperfections in the
radiometer parts. Items 1 through 4 are short-term variations which
occur in less than 10 seconds, and items 5 through 9 are additional long-
term variations which occur in periods of 30 minutes. The post -detection
time constant, T, in each case is one second. Some promising means for
decreasing the fluctuations are also indicated. As can be seen, the ob-
served short-term fluctuation, item 4, is about 24 times greater than
theoretical, item 1, and the total long-term fluctuation is about 10 times
greater than theoretical. By increasing r to 15 seconds, item 4 can be
reduced to 0.01°K. This, however, does not greatly reduce the slow
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TABLE I - SYSTEM FLUCTUATIONS, T = 1 sec

Source Amplitude (rms) Recommended Improvements

1. Thermal noise

2. Ratio -meter

3. Noise lamp

0.015°K
(calculated)

0.015°K
(measured)

0.010°K
(estimated)

4. Subtotal of short-
term fluctuations

0.040°K
(measured)

5. Input waveguide
and coaxial line

6. IF converter

7. IF gain change

8. Ratio -meter

9. Noise lamp pulse
circuit

0.022°K
(estimated)

0.022°K
(calculated)

0.001 °K
(calculated)

0.040°K
(estimated)

0.025°K
(estimated)

Increase the IF bandwidth to coincide
with the maser bandwidth

Eliminate separate channel gains

Synchronize 1-kc switch interval with on
excess noise

Increase the post -detection time constant

Insulate, and reduce changes in ambient
temperature

Use a maser with increased gain, or two
masers in series

Improve B+ regulation

Eliminate separate channel gains, and
improve B+ regulation

Synchronize 1-kc switch interval with on
excess noise, and improve B+ regulation

Total long-term fluc-
tuation (sum of
items 4 through 9)

0.150°K
(measured)

fluctuations, items 5 through 9. Thus, for a reasonably long time con-
stant, the total long-term fluctuation will not be reduced much below
0.12°K. The corresponding measured flux density threshold, from (19),
for T = 15 seconds, is

AS(measured) = 1.2 X 10-25 watts meter -2 (cps)-'.

With the alterations recommended in Table I, and r retained at 1
second, it is estimated that the total long-term fluctuation of Table I
can be reduced by a factor of 3, to 0.05°K. Using (19)

AS(predicted) = 5 X 10-26 watts meter -2 (cps)--'.

XII. EXPERIMENTAL RESULTS

A Crawford Hill sky -plus -environment temperature map was con-
structed from data taken during an 8 -hour period when the sun and
moon were below the horizon on Feb. 15, 16, 1961. By avoiding sun and
moon temperature anomalies (the sun can add 20°K via side lobes and
the moon has been observed to add 16°K via the main beam), it was
possible to identify weaker radio sources, including the center of the
galaxy, which adds 4.5°K, and delete these from the temperature map.
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The raw data consisted of seventeen constant -elevation scans, taken in
elevation increments of 1° between -1° and +10°, plus scans at 12°,
15°, 20°, 25° and 30°. A typical scan is shown in Fig. 10. The data were
first replotted in terms of system temperature versus elevation for every
two degrees of azimuth. With these curves, it was possible to construct
a detailed contour map, of which two sample parts are shown in Fig. 11.
The absolute accuracy is +15 per cent, of which +5 per cent is due to
the data -reducing technique and ±10 per cent is due to the temperature
calibration accuracy. The latter is discussed in Appendix B.

An elevation scan was made at an azimuth angle of minimum ob-
served temperature, and the results are plotted in Fig. 12. With this
curve, it was possible to calculate the absolute value of the zenith sky
temperature with good accuracy (see Ref. 1, pages 1088 and 1089), and
the result is 2.3 ± 0.2°K. The theoretical values is also plotted and
shows good agreement down to an elevation of 1° where the near -side -
lobes of the antenna began to intercept the hot earth.

A drift pass of Virgo A, Fig. 13, was obtained by positioning the
antenna so the radio source, due to the earth's rotation, would pass
through the antenna beam. This, of course, stabilized the side -lobe
temperature contributions. At 2390 me the value of DTs was found to be
1.44°K, and the corresponding flux density, from (19), is 1.48 X 10-24
watts meter -2 (cps) -1. The value of 6,Ts for Cassiopeia A, from a similar
measurement, was found to be 14.3°K, and the corresponding flux density
is 1.47 X 10-2' watts meter -2 (cps) -1. No effort was made to correct
these numbers for other weak, but possibly significant, sources in the
antenna beam. The flux density measurement accuracy is limited to +15
per cent, of which +10 per cent is due to a possible error in the tem-
perature calibration, Appendix B, and +5 per cent is due to an un-
certainty in the antenna gain measurement.

XIII. CONCLUSIONS

A noise -adding radionter has been found to be a convenient practical
tool for measuring small absolute system temperatures over long periods
of time. It is compatible with an ultra -low -noise communications re-
ceiver, and can be used to check the boresighting of a satellite communi-
cations antenna by tracking radio stars.12 Although the short-term (10 -
second) system fluctuation is larger than theory by a factor of only
21 when r = 1 second, the long-term (30 -minute) fluctuation, which
limits the minimum detectable power density, is larger than theory by a
factor of 10. The sources of excess fluctuation have been identified, and
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with the suggested alterations, it is believed that the total long-term
fluctuation, for r = 1 second and B = 16 me, can be reduced to 0.05°K,
which is larger than theory by a factor of 5.
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APPENDIX A

The Minimum Detectable Change in Input Temperature

In the system of Fig. 1, the 1-kc input voltages required by the ratio -
meter are derived from the waveforms shown in Fig. 2. From inspection,
the voltage switched to each channel has a strong 1-kc component of
different amplitude and a small fluctuation due to the input temperature.
It is also apparent, but not shown, that a small increase in the system
temperature, AT 8 , will increase each 1-kc component the same amount.

With these inputs, the output of the ratio -meter is a de voltage on
which is superimposed a small fluctuation due to noise. In addition, a
slow variation in the de voltage will occur as in Fig. 13 when noise power
received by the antenna increases the system temperature. The theoreti-
cal threshold sensitivity will be found by calculating the change of input
temperature which causes the de output voltage to change the same
amount as the rms value of the output noise fluctuation.

An examination of the ratio -meter theory of operation' shows that the
output voltage, Vout , is a linear function of the phase angles, (pi , which
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Fig. 14 - Typical ratio -meter input voltages.

result from the vector addition of the input voltages at and around 1 kc.
In particular

V out K 2((pl' (PO

where K is an arbitrary constant and (pi' and co2 are shown in Fig. 14.
Note from the geometry that (pi' + (P2' = (Pi ± (p2 , and therefore V.ut
can also he written

V out = K 2 (col c2) (30)

As shown in Fig. 14, yoi and sot are functions of the input voltages,
E1 and E2 , each of which consists of three parts.

E1 = esi Aes en1

E2 = e s2 Aes en2

where: esi =

es2 =

enl =

en2 =

the 1-kc component in channel 1 due to on -off modulation
of the input temperature, Ts + TA 
the 1-kc component in channel 2 due to on -off modulation
of the input temperature, Ts .
an in -phase change in the 1-kc components due to a change
in input temperature, AT s .

a random fluctuation in channel 1 due to the input tem-
perature, Ts + TA 
a random fluctuation in channel 2 due to the input tem-
perature, Ts .
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From Fig. 14 it can also be seen that

- es2 en2 sin 02 + eo, sin 01
col = tan (31)

es1 Aes en2 cos 02 + e, cos 01

= tan -1 es2 Aes en2 sin 02 - en1 sin 01 (32)
e31 + Aes - en2 cos 02 + eni cos 01

Since Aes , en, , and en2 are small compared to esi and es2 , (31) and (32)
can be written:

601 =
-1 es2 Aes Aes en2 en1tan - 1 +--- - - sin 02 - sin ui

esi es2 esi es2 es2

en2 enl- - cos 02 - - cos 01
es, esi

es2 Aes ties en2 eni'P2 = tan - 1 - - - - sin 02 - - sin 01
esi es2 e51 es2 es2

en2 en1- cos 02 - COS 01
e51 e21

(33)

(34)

Using the series expansion for tan -1 and noting with dissimilar brackets
the differences in signs of (33) and (34)

(e s )5es2 [1. ...13+ - [1 +  15 + 
es2

es, 3 es, 5 es,

es2
= + } - (-es2y + 13

,..,esi e8,

5

1 esi- ) {1 -I- }5 +
esi

Thus (pi 'P2 for use in (30) is

+ got = L-92es,
({1 +  1 + ti +  ))

1

esiV es,

4,92 ([1 + .15\5

3
([1  i3 + {1 + }3) +

e 5

7+ {1 +  }5) (L82) ([1 + 17 {1 +  )7) + 
7 es,

The first term of (pi + v2 reduces to

2es2 ( Aes Aes en2 eni
cos 0)

es, -22P P -22 eS1
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The second term reduces to

(22)3 (1 Des Des , en2 eni- - -r- - sin u2 - - cos oi .

esi 3 es2 es, es2 es1

The third term reduces to

+2 - -+- - - -r -- sin (.2 - --lie cos 01 , ete.
es2y (1 Des Aes , en2 ; ,

es,
(

esi 5 es2 esi es2

Therefore (pi + 402 can be written

(P1 + (P2 = 2
eg2 - 1[-
esi 3

es2

esi

3 1
7_

a
es2 5 -
esi

)

[_es2 (e_s2)3 (_es2 )5 Aes Aes
(35)

esi esi esi es2 es,

, en2 eni-r - sin 02 - COS elJ .
es2 esx

The first bracket of (35) is the series expansion of tan-' (es2/esn)
Thus, it is equal to the rest angle, coo , which would result from (31) or
(32) if the perturbation terms were zero. The first term is accordingly
2c00 . The coefficient of the second term of (35) can be written

es2 (es2 )2 (e,s2)4
es' esl esi

2 (es2/es1)
1 + (eS2/e81)2

2 (es2/esi) 1

(es2/e31)2 V1 (es2/esi)2

Since coo = tan -1 (es2/esi), it follows from trig identities that this is
equivalent to

2 sill coo COS 1po = S111 2coo

Thus (35) reduces to

EAes
Des en2 en,.

cot + so2 = IN + sin 2cao - - -+ - sill 02 - - cos 01
es2 esi es, es1

Upon substitution in (30), the output voltage of the ratio -meter is given
by

Iles Des en2 42

Trotit = K {4coo + 2 sin , 0 coo [- - - - sin u 2
es2 esi es2

where :Apo = talf"' (es2/esi).

- cos 011} (36)
es1
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Since the detector in Fig. 1 has a square -law characteristic, the 1-kc
voltage components, e 82 and e31 , at the output of the 1-kc switch assem-
bly, are proportional to the input temperatures T + TA and Ts as indi-
cated in Fig. 2. Therefore coo is a function of the temperature, TA , added
by the noise lamp

coo = tan-1 es- = tan
Ts

T
TA

- tan--' (1/Y ) . (37)
esi

Although Vout of (36) is thus a function of coo , note that the signal com-
ponent, due to Des , and the noise component, due to eni and ea2 , are
both proportional to sin IA . Thus the theoretical signal-to-noise ratio
is independent of coo , and a value of coo less than 45° (typically 12°)
merely reduces the signal and noise gain by a factor of (0.4). Incident-
ally, since only the in -phase components of the noise voltages of Fig. 16
are retained in (36), it can be seen that the output of the ratio -meter
responds only to the instantaneous in -phase components of the input
voltage amplitudes.

In order to determine the threshold sensitivity from (36), es2 , esi ,
Des , en2 , and e,1 can be calculated using random noise theory. In par-
ticular, since the spectral density of the output of a square law detector
with a stationary input of white noise is known,w and the correlation
time corresponding to the large predetection bandwidth is very small
compared to each switched interval, the steady and fluctuating parts of
E2 can be calculated by (i) assuming the spectral density of the square -
law detector input and output is constant with time and (ii) allowing
the output of the square -law detector to be switched on and off at a 1-kc
rate. Similarly, the steady and fluctuating parts of E1 can be calculated
by assuming a larger constant spectral density, which corresponds to the
input temperature when the noise lamp is on. An important consequence
of the small correlation time is the noise components eni and en2 are
uncorrelated, and thus can be added on a power basis. A more rigorous
analysis by L. H. Enloe" proves these assumptions and arrives at the
same result.

The result of switching (or multiplying) the output of the square -
law detector with a 1-kc switch can be readily calculated, since these
functions are statistically independent, by convolving the spectra
density of the square law detector output with that of the 1-kc switch.

s=(f) = f+e° sz(o) sy(f - 0) do (38)
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where Sz(f) = output spectral density at frequency f
Sx(f) = spectral density of the 1-kc switch = I. at dc, 1/72

at ±1 kc, 91r2 at ±3 kc, 311S7r2 at ±5 kc, etc.
Sy(f) = spectral density of the square -law detector

output = 4a2A2B2 at de 4a2A2(B
f I) where 0 < If! <B

a = a scaling constant of the square -law de- From Ref. 10
tector

A = input spectral density of the square -law
detector

B = IF bandwidth.

Since (i) the IF bandwidth, B = 7.75 mc, is large compared to the
switching frequency, fo = 1 kc, (ii) the switch is followed by a band-
pass filter of fBP = fo ± Of/2, and (iii) the switch has a discrete spec-
tral density, (38) reduces to one term for the signal power density
at Jo = 1 kc and to a closed series for the bandpass noise power density
at = 1 ke.

Sz(fo) = 2 X 2 X 4a2A2B2 (39)
signal

= 2 X 4a2A2B [_1 2 2
4 72 972 25,2

noiso

Sz(fo)

therefore

,(fo) = 2a2A2B [1 -I- -,8 + + 1
25

+
2 9

noise

sz(fo) = 4a2A2B. (40)
noise

Since B > fo, the noise power density of a frequency near fo is equal
to that at fo , and is thus equal to that given by (40). The ratio -meter
also acts as a frequency converter in that the bandpass noise power
densities are converted to frequencies near dc. For example, the noise
power density at f= fo fi and f= fo - fl (where 0< < All2)
are both converted to the frequency fi . Since the noise power densities
are equal and uncorrelated, the resultant noise power density at II is
doubled.

Sz(fi) = 2S=(fo) = 8a2A2B.
converted noise

noise

(41)
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The total noise power in the converted band, when limited by the band-
pass filter bandwidth, Af, is the noise power density of (41) times the
range of fl , i.e., times Of/2.

Noise power (limited by An = 4a2A2BAf.

In order to reduce the output noise further, the ratio -meter is followed
by a narrow low-pass filter of bandwidth b (where b < Aly2). In this
case

Noise power (limited by b) = 8a2A2Bb

and the corresponding output noise voltage (rms value) is

en (rms) = 2-0 a A1/Bb. (42)

The signal voltage at 1 kc (peak value) is -0 times the square root
of the spectral density at 1 kc. Therefore, from (39),

es(peak) = 4 a AB. (43)

and the corresponding change in signal voltage (peak value) is

Des (peak) =
4- a BLA. (44)

The quantities required by (36) are given by (42), (43), and (44).
However, the spectral density, A, at the input of the square -law detector
is different for each channel and is proportional to the assumed input
temperature; i.e.,

if 212 = CTs ,

then Al = C(Ts TA);

therefore AA2 = AA1 = COTS

Referring now to (36), the Des terms can be written

Des Des = AA AA CATs CATS_ -
es2 esi A2 Al CTs C(Ts ± TA)

ATSTA
(45)

(Ts + TA)Ts

Since the amplitude and phase of e, and en1 are random and uncorre-
lated, the total rms fluctuation due to the noise terms can be found by



RADIOMETER

adding the individual rms values on a power basis:

en2
n- sin 62 -

es2

en2 + ve2" ies j}6:11 cos 01 =
esl {[V 2 es2 L

2079

en2(rms)2
[eS31(1(lr:kS))12}1 = {[-j 4112 (46)

ea2(peak) e_

/b 2

-Od /1/ = 1/1i
Inserting (45) and (46) into (36)

Vout = K {4(po + 2 sin 20 [(TBA±TsTT44) + 13-11}
(47)

where: coo = tan 1 (e32/esi) = tan-' (1/Y).
The second -from -last term is due to a change, AT s , of input tempera-

ture, and the last term is an rms variation due to noise fluctuations.
The minimum detectable change of input temperature can be found by
equating the last two terms. The result is

TsTs(theoretical) = Ts (1 -I- -TA) r II (48)

It can be shown that the noise bandwidth, b, of an RC low-pass filter is
equal to RC = where T is the RC time constant. With this substi-
tution (48) becomes

Ts) r 1M's(theoretical) = T3(1 +
2
oir (49)

APPENDIX B

Calibration

Since Y is the ratio of two noise powers, the output voltage of the ratio -
meter can be calibrated well in advance without using the antenna or
maser preamplifier. To do this, the coaxial noise lamp is connected to
the input of the IF converter via an RF level -set attenuator. Since the
converter noise temperature is about 1350°K and the excess noise
temperature of a coaxial noise lamp is about 8360°K, a value of Y
5.5 can be obtained. By adjusting the level set attenuator this can be
varied down to Y ti 1. The resulting value of Y is measured precisely
by noting the change of IF' attenuation required to keep the IF output
power constant when the noise lamp is turned on. By pulsing the lamp
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at a 1-kc rate, the corresponding ratio -meter output voltage can be
measured with the precision de voltmeter. Although the effective value
of Y under pulsing conditions may be somewhat less due to ionization
and deionization effects, the above method of calibration bypasses this
as a source of error. The accuracy of the resulting Y versus V curve,
Fig. 7, is limited by (i) the precision IF attenuator, to ±3.0 per cent,
and (ii) the precision de voltmeter, to ±1.0 per cent, for a subtotal of
±4.0 per cent. Since the Ts versus V curve, Fig. 7, is, in addition, a
function of TA , (2), and the accuracy of TA , for TA = 94.6°K, is lim-
ited by (iii) the noise lamp temperature, to ±2.7 per cent, and (iv)
the directional coupling, to ±3.6 per cent, for a subtotal of ±6.3 per
cent, the total accuracy of the absolute system temperature calibration
is ±10.3 per cent.
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The ALPAK System for Nonnumerical
Algebra on a Digital Computer
I: Polynomials in Several Variables

and Truncated Power Series
with Polynomial

Coefficients
By W. S. BROWN

(Manuscript received April 17, 1963)

This is the first of two papers on the ALPAK system for nonnumerical
algebra on a digital computer. This paper is concerned with polynomials in
several variables and truncated power series with polynomial coefficients.
The second paper will discuss rational functions of several variables,
truncated power series with rational function coefficients, and systems of
linear equations with rational function coefficients. The ALPAK system
has been programmed within the BE-SY S-4 monitor system on the IBM
7090 computer, but the language and concepts are machine independent.

The available polynomial arithmetic operations are add, subtract, multiply,
divide (if divisible), substitute, differentiate, zero test, nonzero test, and
equality test. The speed of the system is indicated by the rule of thumb
that one man-hour equals one 7090 -second. The available space in core is
usually sufficient for approximately 8000 polynomial terms.

Section I of this paper consists of a nontechnical description of the sys-
tem and a brief glimpse into the future. Section II discusses several specific
problems to which the ALPAK system has been applied. These two parts do
not presuppose any knowledge of computers or computer programming.
Section III describes the use and the implementation of the algebraic
operations relating to polynomials in several variables and truncated power
series with polynomial coefficients. The reader of Section III is assumed to
be acquainted with the elements of FAP (FORTRAN Assembly Program)
programming, including the use of macros, as described in a series of IBM
publications, the latest of which is IBM 7090-7094 Programming Systems
MAP (Macro Assembly Program) Language (Form Number C28-6311).
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I. NONTECHNICAL DESCRIPTION

1.1 Introduction

Many theoreticians devote a substantial portion of their time to the
routine manipulation of algebraic expressions. It has long been recog-
nized that digital computers are capable in principle of easing this bur-
den. The ALPAK system, which is described herein and in a subsequent
paper and has been programmed for the IBM 7090 computer, represents
a significant start toward the practical implementation of that capabil-
ity. It performs a limited set of operations - add, subtract, multiply,
divide, substitute, differentiate, zero test, nonzero test, and equality
test - on a limited class of expressions: rational functions of several
variables and truncated power series with rational -function coefficients.
It can also solve (by Gaussian elimination) systems of linear equations
with rational -function coefficients. This paper is concerned with poly-
nomials in several variables and truncated power series with polynomial
coefficients. The generalizations indicated above will be discussed in a
separate paper by B. A. Tague, J. P. Hyde, and the present author.

The ALPAK system is not a "sophomore imitator" or "elementary
mathematics system." There are many elementary mathematical opera-
tions (e.g., the proving of trigonometric identities) which are beyond its
present capabilities. However, when faced with problems within its
range of capability, its speed (one man-hour one 7090 -second) and
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power (the available space in core is usually sufficient for approximately
8000 polynomial terms) are impressive.

Neither is the ALPAK system a "symbol manipulation system," be-
cause it views a polynomial as an array of coefficients and exponents
rather than as a string of numbers, variable names, operation symbols,
parentheses, and the like. This is the key to speed and power. Poly-
nomials are stored in a nearly optimal manner, and polynomial opera-
tions are reduced to their essentials.

We have been speaking of polynomials and rational functions without
being specific about the possible coefficient rings. The coefficients may
be integers or they may be elements of any other integral domain for
which arithmetic and input-output facilities are available. All operations
on coefficients are performed by a small set of macros (user -defined in-
structions which expand into one or more machine instructions). These
are currently defined for integers, but the user may redefine them to suit
his own needs. (Of course this requires reassembly of the ALPAK sub-
routines.) The use of floating-point coefficients is not in keeping with the
spirit of symbolic computing and should be avoided if possible. The
occurrence of roundoff error causes zero to be nonunique and gives rise
to a host of difficult problems which the author has not attempted to
solve. It is usually feasible and desirable to replace the nonrational num-
bers which occur in an expression by literal symbols. These can be treated
by the ALPAK system as variables. The result will then involve no
roundoff error, and the dependence on these symbols will be explicitly
displayed.

To maximize speed and minimize space, the coefficients and exponents
of a polynomial are stored in a contiguous block, and the exponents are
packed as specified in a user -provided format statement. The names of
the variables are kept in the format statement and are referred to as in-
frequently as possible. Storage allocation is automatic and dynamic, so
that the programmer can refer to a polynomial by name without worry-
ing about its size, structure, or location.

In Sections 1.2 and 1.3 we shall discuss the canonical form for poly-
nomials and the implementation of the various polynomial -arithmetic
operations. Section 1.4 contains a very brief preview of the rational -
function operations and an even briefer mention of some of our hopes
for the future.

1.2 Choosing a Canonical Form

In the ALPAK system every polynomial in storage is always kept in a
unique canonical form, which we shall describe. Every subroutine, ex-
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cept the input and output subroutines, assumes that its inputs are in
canonical form and produces its outputs (if any) in canonical form. On
input a polynomial is put into canonical form, and on output it is left in
whatever form it is found. Barring trouble, this will always be canonical
form.

It is important to recognize that the "best canonical form" for a given
class of expressions need not be an approximation to what human beings
would call the "simplest form." In fact, the two concepts are in some re-
spects opposite. The simplest form may be defined roughly as "that
form which requires the smallest number of symbols." On the other
hand, an approximate definition of the best form is "that form into which
the general expression of the class can most easily be put." This latter
definition clearly favors canonical forms in which expressions are ex-
panded over those in which they are collapsed, because the collapsing of
expressions tends to be difficult, while their expansion tends to be easy.
For example, in the case of polynomials in several variables we must
choose between an "expanded form" in which each polynomial is repre-
sented as an ordered sum of terms and a "factored form" in which each
polynomial is represented as an ordered product of irreducible factors.
In general, the factored form is more compact, but we must reject it
because the factoring algorithm t can be extremely time consuming,
while the expansion of a factored polynomial into a sum of terms is
always simple and fast.

Now a polynomial in n variables can be viewed as a finite n -dimen-
sional array of coefficients. If a majority of them are zero, it is advan-
tageous to represent the polynomial as a list of the nonzero ones together
with their coordinate labels (i.e., their exponents). Otherwise, it is
preferable to use the entire array. In many practical cases the number
of variables and the maximum exponent sizes are all of the order of 10,
so an array size as large as 1010 would not be unusual. However, it is
difficult to imagine a practical case involving more than a few hundred
(or conceivably a few thousand) nonzero terms. For generality we are
therefore obliged to represent each polynomial as an ordered list of its
nonzero terms. It is convenient to order the terms according to the mag-
nitude of the first exponent, and to order those terms having the same
first exponent according to the magnitude of the second, etc. The order
of the variables is the order in which they appear in the format state-
ment.

t See exercise 15 on page 82 of Ref. 1.
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1.3 Polynomial Arithmetic

In this section we shall discuss the implementation of the various poly-
nomial -arithmetic operations. Let us begin with a simple illustration of
their use. Suppose polynomials A, B, C, and D are in storage, and C is
thought to be a divisor of A *B. (The asterisk denotes multiplication.)
To compute and print

we write

A*BF= +D

POLMPY F,A,B
POLDIV F,F,C,NODIV
POLADD F,F,D
POLPRT F

(1)

(2)

The first line replaces F by A *B. The second replaces F by F/C; that
is, by

A *B

C
(3)

This illustrates the fact that an output may overwrite an input. The
third line replaces F by F D; that is, by

A*B +D (4)

which is the desired result. Finally, the fourth line causes this result to
be printed on the output tape. If the division in the second line is un-
successful, i.e., if C is not a divisor of A *B, control will be transferred to
the location called NODIV.

A polynomial is represented on data cards as a sequence of coefficients
and exponents, each coefficient being followed by its exponents. It is
terminated by the appearance of a zero where a coefficient would other
wise be expected. For example the polynomial

3x2 2xyz - 5yz2 (5)

might appear as

t Note the similarity to the arithmetic orders of a three -address computer.
The prefix "POL" stands for "polynomial."



2086 THE BELL SYSTEM TECHNICAL JOURNAL, SEPTEMBER 1963

3 2,0,0
2 1,1,1

-5 0,1,2
0

(6)

We have chosen this type of representation primarily because of its
appeal to the computer. However, for large polynomials it is also an un-
expectedly appealing form for people. On several occasions we have
observed geometrical patterns in the computer output which would
not be apparent in a conventional human transcription.

The addition of two polynomials in canonical form is analogous to the
ordered merging of two ordered subdecks of a deck of playing cards,
except that the addition subroutine must also be on the lookout for
combinations and cancellations.

The multiplication of a polynomial by a nonzero monomial does not
disturb canonical form. When two polynomials are to be multiplied, the
longer one is multiplied by each term of the shorter one, and each of
these products is added to the sum of all the preceding ones.

The polynomial division subroutine is successful only when the divi-
dend is exactly divisible by the divisor. However, it is programmed so
that it can be used as a test for divisibility if that is desired. The divisor
and dividend are treated as polynomials in one variable with coefficients
in the ring of polynomials in all the remaining variables. Divisions in this
ring can be handled by the division subroutine itself, t and the main task
is carried out by the familiar process of "long division."

The polynomial substitution subroutine works in the most straight-
forward possible way - substituting into one term at a time and pre-
serving only the latest partial result. This procedure may involve sub-
stantial duplication of effort, but it uses a minimum of working space
and a minimum of program, and in most practical cases the running time
is reasonable.

The polynomial differentiation subroutine differentiates term by term
with respect to a specified variable. It is perhaps worth remarking that
this process does not upset the canonical ordering.

A truncated power series with polynomial coefficients can be treated
as a polynomial, except that it is necessary to keep track of the order

t A subroutine which calls itself is called "recursive." At the innermost level
it must, of course, operate by an independent mechanism. Collisions between the
different levels are prevented by saving necessary information in a push -down
list. It is perhaps worth remarking that every inductive algorithm can be pro-
grammed as a recursive subroutine. In the case of polynomial division the induc-
tion is on the number of variables, and the innermost level is simply coefficient
division.
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and to prevent the appearance of meaningless higher -order terms. The
ALPAK system contains only two orders ("truncate" and "multiply
and truncate") for dealing with truncated power series. These are suffi-
cient for many applications, but much remains to be done.

1.4 Rational Functions and the Future

Every rational function can be represented as the quotient of two
polynomials. The extension from polynomial operations to rational -
function operations would be trivial except for the problem of removing
all common factors from the numerator and denominator of each
rational function. This has been accomplished by means of a generalized
version of Euclid's greatest -common -divisor algorithm. However, we
must caution the reader that Euclid's algorithm is extremely explosive,
and the computer will not be able to handle rational functions with
numerators and denominators of high degree in many variables until
more sophisticated techniques are developed.

Aside from the difficulties mentioned above, the handling of truncated
power series with rational -function coefficients and the solution by
Gaussian elimination of systems of linear equations with rational -func-
tion coefficients are straightforward.

One of the primary problems encountered in the development of the
ALPAK system is the problem of automatic dynamic storage allocation.
Usually the inputs to a subroutine are polynomials of arbitrary size, and
in general the required working space could not be predicted even if the
sizes of the inputs were known. Therefore it is imperative to be able to
obtain blocks of space as needed and to return idle space to the system.
Our storage allocator provides these services in a manner suitable to our
current needs, but it is not general or elegant. A general purpose storage
allocation system including tracing and other service routines has been
developed by Miss D. C. Leagus and the author, and will be described
in a forthcoming paper. With this as a foundation, we hope to write a
faster and more powerful version of the present ALPAK system, and
perhaps to extend it into other areas of mathematics.

II. APPLICATIONS

2.1 Introduction

This section is devoted to a few general remarks about the usefulness
of symbolic computing. The skeptic will protest that any symbolic
calculation too long to be done with pencil and paper is not really worth
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doing. This sentiment might be expressed in the form of the question,
"Who wants to look at a polynomial ten pages long?" The objection is
not without merit, but it is worth recalling that similar objections were
once raised in connection with numerical calculations. Furthermore it is
unmistakably clear that mathematical analyses arising in many different
contexts involve substantial amounts of routine algebra which could be
done faster and more reliably by a computer. What, then, are the types
of problems to which symbolic computing facilities are likely to be
applicable?

It often happens that a "straightforward calculation" whose end re-
sult is concise and understandable involves many tedious manipulations
of lengthy expressions at intermediate stages. Sometimes the end result
can also be reached by a shorter route, but the result itself (and the
knowledge that it is indeed concise and understandable) may play a
decisive role in the discovery of that route.

If the desired output of a calculation is numerical or graphical, it may
nevertheless be advantageous (or even essential) to begin the calculation
symbolically and allow a numerical program to take over only during
the final stages. The problem of error analysis will not arise until these
final stages are reached.

A third type of application arises when a simple calculation must be
repeated many times with only minor variations, e.g., for all possible
values of some set of indices.

Other types of applications may possibly occur to the reader. In the
next five sections we shall discuss specific problems to which the ALPAK
system has been applied.

2.2 On the Zeros of Gaussian Noise

Our first significant test problem arose in a study by D. Slepian2 of
the distribution of zeros of Gaussian noise. It was desired to find the
leading term in the power series expansion of the determinant

p(ut - vt)
p(ut)

p(vt)
1

p(t - vt)
p(t)

- p' (vt)
0

p'(t - vt)
p'(t)

p(t - ut) p(t) 1 - p' ( t) 0 (7)
- p' (ut) 0 t) - p" (t)

p'(t - ut) p'(t) 0 - p" (t) 1

where

p(t) 1 -_t
2!

c±t! be
3! 4! 51

dt6

6! -1-

et' , ft8
71 -r . (8)
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The algebra is difficult not only because of the order of the determinant,
but also because the leading term corresponds to an unexpectedly high
power of t. In the general case, a 0 0, the leading term is

37

9V2 (1 - U)2(3u - v - 2uv).

When a = 0 but c 0, it is

2(1 - b)c`t12
v2 - '02[22)3 2U3 u2 - 4u - 2)(502

- 5uv2(2u2 - 4) + (22t - 3)1.

Finally, when a = 0 and c = 0, it is

(9)

(10)

16

144(4!)2
(b2 + d) (b3 + d2 +f + 2bd - bf)u2v2(1 - )2 - v)2. (

These results were obtained by a program written in the ALPAK
language by Mrs. W. L. Mammel. Although approximately 2000 poly
nomial terms were in storage at the floodcrest of the computation, the
computing time for all three cases was only 92 seconds.

2.3 A Queueing System with Priorities
Another interesting problem arose in a study by J. P. Runyon3 of a

queueing system in which a group of servers handles traffic from two
sources, one of which is preferred over the other. It is desired to solve
the functional difference equation

(a - x) (3 - a)n-ign(x)

= a(13 - x)ngn_1(a) - x,(3 - a)ng_1(x) n 1

(121

where go(x) = 1, and 0 < a < 6'. It follows by induction that for
n 1, gn (x) is a polynomial of degree (n - 1) in x, whose coefficients
are polynomials in a and S. The value of g (a) is of particular interest.
By the time this author was ready to attack the problem, Runyon had
conjectured and J. A. Morrison' had proved that

ti in - 1\ (n\ 13n-rar
r=0 r )r n + 1

Nevertheless, a short program was written to compute as many as pos-
sible of the polynomials gn(x) and the corresponding gn(a). The program
stopped after 871 seconds because of a coefficient overflowfi during the

g,, (a) =

t The largest allowed coefficient is 236 - 1.

(13)
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calculation of gis(x). The polynomial g15 (x) has 197 terms and a maxi-
mum coefficient of several billion. If the program had been available
sooner, it would have spared Runyon the necessity of calculating the
first five of the gn(x) by hand.

2.4 A Single -Server Queue with Feedback

Another problem from queueing theory arose in a study by L. Takace
of a single -server queueing system with "feedback." The input is a
Poisson process of density X, the service times are determined by a
distribution function with moments ak , and after being served a cus-
tomer rejoins the queue with probability p or departs with probability
q= 1 - p.

It is shown by Takics that the rth moment of the total time spent in
the system is

Nr = ( -1)*0 (14)

where

= [(as ---aYaatY 4)(8,01 (15)
3-0,/=0 

The function (1)(8,0 is implicitly defined by the equation

ci)(s,t) = (q - Xcei)147(s,t) Xt)(1)(s,co(s,t)) (16)

where t

with

( -1)rarsr
r!

w(s,t) = 1 - (1 - pt)1,1/(s Xt)

(s,t) = 11/(s Xt) S(s Xt,Xw(s,t))T(w(s,t))

4/(x) - 4(y)
x - y

Xw(1 - co)
1 -w - (1 - pco)i,t(Xco) 

This last pair of equations can be rewritten in the more useful form

S(x,y)

T(w)

(17)

(18)

f For convenience we have assumed that all of the service moments a, are finite.
However, for the calculation of /3r it is clearly sufficient to require only the finite-
ness of cer+i .
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S(x,y) = (-1)r-"c41 Cr
r=o (r + 1)!

T(w) - -X(1
q - X(1 - pco)so(Xco)

Cr(x,y) -

co(x) -

It is now clear that

so from (14)-(16)

r+1 r+1
x - y E

Xk yr-k
x - y k=0

1 - 11/(X) -1)rar+1/
x r=0 (r I)!

1,1/(0) = ao = 1

8(0,0) = -al

T(0) - -a
q - Xal

W (0,0) - q
q - Xcei

(19)

(20)

(21)

Oo = 4)00 = 4)(0,0) = 1 (22)

as is required by the definition of the zeroth moment.
Now suppose all of the quantities 4)i, for i j < r, where r is some

positive integer, have been calculated and are expressed as rational func-
tions of X and p (or q) and the service moments ak . Then by differentia-
tion of (16) we can obtain a system of r 1 linear equations in the
r 1 unknowns, 4)i, with i j = r. These equations will also contain
the quantities 4)ii with i j < r, which can be replaced by their known
values. The solutions of this linear system will again be rational func-
tions of X and p (or q) and the service moments ak . Theoretically, this
procedure permits the calculation of arbitrarily many of the moments,
but in practice the calculations are extremely lengthy.

The first moment can be calculated by hand, with the result

(1 - Xai) Xa2

q - Xcri 2(q - Xai) 
(23)

The second moment was calculated with the aid of an IBM 7090 com-
puter and the ALPAK system. The intermediate expressions are ex-
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tremely lengthy, but the final result is the relatively compact expression

(2qF - G)(q2 - 2q)
/32 - (24)

6(q - xco2[Q,2 - q(Xal + 2) + Xail

where

F = 6Aa1 - (ia12 3a2 Aa3

= 12Xat3 - 12a12 - 6Xaia2 2X2a1a3 - 3X 2a22.
(25)

For a more detailed discussion of this calculation, see the appendix in
Ref. 5.

2.5 The Triskelion Diagram

The problem to be considered in this section arose in a study by D. B.
Fairlie and the author7'8 of the analyticity properties of the Feynman
amplitudes corresponding to several simple vertex diagrams in quantum
field theory. One of these is the triskelion diagram, which is shown in
Fig. 1. Here the p's and q's are vectors in space-time, and

2Zi = pi
2a1 = qi (26)

bi = (pi - qi)2

for i = 1, 2, 3. The corresponding Feynman amplitude is the boundary
value of an analytic function H(a,b,z) of these nine variables, analytic

z,

Fig. 1 - The triskelion diagram.

z2
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everywhere except on certain manifolds which can be obtained from
lower -order "contracted" diagrams, and on the manifold

I'(a,b,z) = 4D2(4D + A2) + 4AB2(9D 2A2) - 27B4 = 0 (27)

where

A = *X(z + a b) - EX(z) X(a) X(b)1

B = det (z,a,b)
3

D = -* E fzi2(afik + akb ;) z izk(aiBi ij
-1

zi[2aib ;14 + a fikBk akbiTh 2biaiak biakAk bkajil .

Here (i,j,k) is a cyclic permutation of (1,2,3) and

A i = - a; - ak

Bi = bi - bi - bk (29)

X (x) x12 x22 + x32 2x1x2 - 2x1x3 - 2x2x3

(28)

It is shown in Ref. 8 that Nif is a homogeneous twelfth -degree polynomial
in its nine arguments, and is irreducible over the rationals. Furthermore,
it is invariant under permutations of the indices, 1,2,3, permutation of
the vectors, a,b,z, and transposition of the matrix of these vectors.

It is natural to ask whether the substitution of (28) and (29) into
(27) yields a compact expression or an unwieldy monstrosity. A short
program was written to perform the substitutions, but it stopped at an
early stage because of insufficient space. However, the polynomial
it a1,a2,a3; b1,b2,b3; 0,0,z3) was easily computed (in 50 seconds)
and was found to have 2642 terms. Since NI, (a,b,z) contains all of these
terms and many more, we can safely assume that (27) is the most useful
way of writing it.

2.6 Wave Propagation in Crystals

The problem to be considered in this section arose in a study by R. N.
Thurston9 of wave propagation in crystals under pressure. It is of par-
ticular interest to investigate the effect of pressure on propagation
velocity. For given temperature T, pressure p (hydrostatic or uniaxial),
and propagation direction N (a unit vector), there are in general three
modes of propagation, corresponding to three displacement directions
which are mutually perpendicular if p = 0. In simple cases one of these
modes is longitudinal and the other two are transverse. For a given mode,
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let V (p,T) be the propagation velocity and let po be the crystal density
at p = 0. Then define

S' = Po -a [V2(p,p=-_, n

It can be shown that

(30)

S' = UpUqD (31)

(summation convention understood), where U is a unit vector in the
direction of particle displacement in the given mode, and where

Dpq = N iNkF.t[apqC ak.er 26,Cp2tks -I- 2N $IV tC piqks Cp jocat]. (32)

The C's are elastic constants at zero pressure. The six -index C array has
36 entries of which at most 56 are distinct, while each four -index C array
has 34 entries of which at most 21 are distinct. Fat is a symmetric matrix
whose entries are rational functions of these elastic constants (and of the
direction of pressure in the uniaxial case). Our task is to perform the
indicated summations in special cases to get explicit expressions for S'.

The complete analysis for the case of cubic crystals is given in Ref. 9.
A program has been written by .J. P. Hyde (using the ALPAK system)
to evaluate S' and serve as a check for this analysis. In the cubic case,
the six -index C array has only six distinct nonzero elements, which are
abbreviated as Cm , C112 7 C144 , C166 , C123 7 and C456 . The four -index CT
array has only three distinct nonzero elements, abbreviated as C11 7'7 C12 T
and C44 , and the four -index Cs array has only three distinct nonzero
elements, abbreviated as 6:us, ens, and 044 Note that C44 appears in
both arrays. The results for the case of hydrostatic pressure and wave
propagation along (1,1,0) are as follows: For longitudinal displacement
along (1,1,0)

S' = 2Cns 2C128 4C44 + C111 + 2C112 + C144 + 2C166 IC123 (33)

For transverse displacement along (1,-1,0)

S' = 2C1,8 - 2C125 1C111 - z C123

And for transverse displacement along (0,0,1)

8' = 4C44 + C144 + 2C166 (35)

The computing time to obtain these results was approximately 20 sec-
onds.

A modified version of this program would make possible the cor-
responding calculations for crystals of lower symmetry, including quartz.

(34)
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III. USERS' MANUAL

3.1 Introduction

This section consists of a brief outline of Section III and a discussion
of several basic concepts. The polynomial input-output and arithmetic
operations are discussed in Sections 3.2 and 3.3, respectively. Section 3.4
consists of a brief introduction to the theory of truncated power series
and a description of the orders for dealing with them. In Section 3.5 the
rules for writing main programs (including those governing the use of
POLBEG and VARTYP) are described, and two sample programs are
presented. Loading instructions for assembly and/or run are given in
Section 3.6. Finally, the dumping facilities and diagnostics are described
in Section 3.7, and hints for debugging are given in Section 3.8.

3.1.1 A Polynomial in Core

A nonconstant polynomial t in core consists of a pointer, a heading, a
data block, and a format statement (see Fig. 2). The pointer is a single
word containing the heading address. The heading is a three -word block
containing the data address, the format address, and the number of
terms. The data block contains the terms, stored consecutively in a
manner determined by the format statement. The format statement con-
tains the names of the variables and the maximum exponent size in bits
associated with each. The name of a polynomial is ordinarily used for
the symbolic address of its pointer, and the name of a format statement
for its symbolic address.

3.1.2 Format Compatibility

A format statement is usually shared by many polynomials. In fact
two polynomials cannot be added, subtracted, multiplied, or divided
unless they share the same format statement.

3.1.3 More Than One Pointer to a Heading

If two or more polynomials are equal, their pointers may point to a
common heading. This is especially convenient when arrays of poly-
nomials with many equal elements must be dealt with, but the user must
keep in mind that if one of the polynomials is changed the others will be
changed in the same way.

t A constant polynomial has only a pointer and a heading. Its value is kept in
the heading (see Section 3.2.7), and no format is needed.
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PROGRAM DATA
STORAGE BUFFER

POINTER

FORMAT
STATEMENT

DATA
BLOCK

HEADING

Fig. 2 -A polynomial P with format F.

3.1.4 Storage Allocation

Space for headings and data blocks is provided by the storage allo-
cator. Headings are never moved, but the storage allocator is free to
move data blocks as necessary.

Space for pointers and format statements must be provided by the
user. Each pointer must be a full word, but only its address field is used.
This must initially contain zero and will be filled in by the system. The
prefix, tag, and decrement fields will be cleared. When a polynomial is
read or computed its pointer is tested. If the address field of the pointer
contains zero, a heading is created and the pointer is filled in with the
heading address. Otherwise it is assumed that the pointer contains the
address of a heading which can he overwritten. The data block (if any)
previously attached to that heading is left "headless" and thereby
becomes "garbage."

3.1.5 Macros and Subroutines

The polynomial portion of the ALPAK system consists of a macro
deck and two subroutine packages, ALPAK1 and ALPAK2. ALPAK1
consists of input, output, and service subroutines, while ALPAK2 con-
tains the operating subroutines. Together the two packages occupy less
than 500010 words of memory. Most of the macros expand into calling
sequences for subroutines of the same name. For example the macro

POLADD R,P,Q

which is represented by the equation

R = P Q

(36)

(37)
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("replace R by P Q") , expands to

TSX POLADD,4
PZE
PZEPZEQ

(38)

Here P, Q, and R are the symbolic addresses of pointers. When POLADD
is executed, the P and Q pointers must contain the addresses of poly-
nomial headings. The address field of the R pointer may contain the
address of a heading to be overwritten or it may contain zero. In the
latter case, a new heading will be created by the storage allocator and
the R pointer will be filled in with its address. In either case, a data
block for the sum of the polynomials P and Q will be obtained from the
storage allocator and attached to the R heading, and the sum will be
computed therein.

3.1.6 Indexing

This method of communication gives us a natural way of handling
indexed arrays of polynomials. For example the set of polynomials

Ri = Pi + Qi; i = 1, . , n ( 39 )

can be computed by writing

POLADD (R,1)(P,1)(Q,1) (40)

inside a suitable loop (see Section 3.5), where index register 1 corre-
sponds to the index, i. The expansion of this macro is simply

TSX POLADD,4
PZE R,1
PZE P,1
PZE Q,1

(41)

Clearly, index register 4 cannot be used for this type of indexing, be-
cause it has been reserved for the subroutine linkage.

3.2 input -Output

3.2.1 Summary (See Descriptions Section 3.2.2)
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POLRDF
F POLCVF

POLRDD
POLCVD
POLCLR
POLSTZ
POLSTI
POLSTC
POLSTV
POLPRT
POLPCH
POLPRP
POLRDP
POLCVP

F
(X,15,Y,21,Z,36)
P,F
P,F,H
P
P
P
P,C
P,X,F
P,CC,(NAME)
P,(NAME)
P,CC,(NAME)
P,F,CC,(NAME)
P,F,H,CC,(NA1VIE)

read format
convert format
read data
convert data
clear
store zero
store identity
store constant
store variable
print
punch

(a)
(b)
(c)
(d)
(e)
(f)
(g)
(h)
(i)
(j)
(k)

print and punch (1)

read and print (m)
convert and print (n)

(42)

C = constant (symbolic address of constant)
CC = control character for printer

F = format (symbolic address of/for format statement)
H = Hollerith data (symbolic address of data)

NAME = alternative name for polynomial (not exceeding 21 charac-
ters)

P = polynomial (symbolic address of pointer)
X = variable (specified in the manner indicated by the last pre-

vious VARTYP declaration - see Section 3.5.2).

3.2.2 Descriptions (See Also Sections 3.2.3-3.2.8)

(a) POLRDF

Read a polynomial format statement from cards into a block starting
at location F. The length of this block must be at least (2 -I- 2v e)

words where v is the number of variables and e is the number of ex-
ponent words per term.

(b) F POLCVF (X,15,Y,21,Z,36)

Assemble the parenthesized polynomial format statement and assign
the symbol F to its first location. (F is a location -field argument of the
macro.)

(c) POLRDD P,F

Read the polynomial P from cards according to the format F and put
P into canonical form. Here, P is the address of a "pointer" for the
polynomial, and F is the address of a format statement.
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(d) POLCVD P,F,H

Same as POLRDD except that the data is to be found in core in a block
of not more than 12 words of binary-coded information (BCI) starting
at location H.

(e) POLCLR P

Clear the polynomial P.

(f) POLSTZ P

Set P equal to zero.

(g) POLSTI

Set P equal to one.

(h) POLSTC P,C

Set P equal to the constant C.

(i) POLSTV P,X,F

Set P equal to the variable X using the format F.

(j) POLPRT P,CC,(NAME)

Print the polynomial P using CC for the control character for the first
line of print and NAME (not more than 21 characters of BCI) for the
name. If NAME is not provided P will be used for the name, and if CC
is not provided a minus (triple space) will be used for the control char-
acter.

(k) POLPCH P,(NAME)

Punch the polynomial P on cards using NAME (not more than 21
characters of BCI) for the name. If NAME is not provided, P will be
used for the name.

(1) POLPRP P,CC,(NAME)

Same as POLPRT followed by POLPCH.

(m) POLRDP P,F,CC,(NAME)

Same as POLRDD followed by POLPRT.

(1) POLCVP P,F,H,CC,(NAME)

Same as POLCVD followed by POLPRT.
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3.2.3 Polynomial on Cards

A polynomial is represented on data cards as a sequence of coefficients
and exponents separated by blanks and/or commas, each coefficient
being followed by its exponents. It is terminated by the appearance of
a zero where a coefficient would otherwise be expected. It is customary
to use one card for each term and one as an end card. For example, the
polynomial

is usually represented as

or

3x2 2xyz - 5yz2 (43)

3 2,0,0
2 1,1,1

-5 0,1,2
0

3 2 0 0
2 1 1 1

-5 0 1 2

0

However, it is equally correct to put more than one term on a card

3,2,0,0 2,1,1,1
-5,0,1,2 0

or to use more than one card for a term

3 2

0,0
2

1,1

-5 0
1,2

0

(44)

(45)

(46)

(47)

If two commas are adjacent or separated only by blanks, a zero is under-
stood. Similarly if the first (last) character on a card is a comma, a
preceding (succeeding) zero is understood. Thus (43) can be represented
as
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3 9,,
2 1,1,1

-5 0,1,2,

or

(48)

3,2,2,1,1,1, -51,2, (49)

If identifying comments are desired, they may be printed on the last
card, after the blank or comma which terminates the conversion of the
final zero, and/or in columns 73-80 of any card.

The data is read from cards, converted, packed into tL data buffer,
and put into canonical form by the subroutine POLRDD (read data).
The manner of packing is determined by a format statement which must
be read first. If the polynomial has k variables, the first number in the
data sequence is interpreted as a coefficient and the next k numbers are
interpreted as exponents. This process is repeated until a zero appears in
the position of a coefficient. The reading is then terminated, and the
subroutine POLCFM (canonical form) is called to put the polynomial
into canonical form.

3.2.4 Format Statements

Before discussing the operation of POLCFM it will be necessary to
consider in detail the format statements and the representation of
polynomials in core. A format statement on card(s) is an alternating
sequence of variable names and field widths, starting in column 1 and
separated by commas. Each field width must be a positive integer not
greater than 36. It is the maximum exponent size in bits of the corre-
sponding variable. Each variable name must be a string of not more than
six characters ( usually a PAP symbol) containing neither blanks nor
commas. It is legal to skip to the next card after any comma, and this
makes it possible to use as many continuation cards as necessary. The
format statement is terminated by a blank immediately following a
field width. Each field width specifies the number of bits to be reserved
in each term for the exponent of the corresponding variable, and thereby
determines the maximum allowable exponent for that variable. As an
example, the format statement

X,15,Y,21,Z,36 (50)

specifies three variables, X, Y and Z, with field widths of 15, 21 and 36
respectively. This means that the maximum exponent sizes are 215 - 1,
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221 - 1 and 236 - 1 respectively. The sum of the field widths must be an
integral multiple of 36, and each smaller multiple (if any) must be in-
cluded among the partial sums. The card(s) is (are) read by the sub-
routine POLRDF (read format), which stores the format statement in
a block provided by the user. POLRDF also counts v, the number of
variables, computes e, the number of exponent words per term (the sum
of the field widths divided by 36), and constructs a mask for use in
exponent addition (see Section 3.3). The mask is a block of e words
partitioned into v bit fields as indicated by the format statement with a
one at the right end of each bit field. These items are stored as part of
the format statement, whose length is 2 2v e words. For example
the internal format statement (in octal) corresponding to (50) is

000000000002 2 exponent words per term
000000000003 3 variables
676060606060 X
000000000017 15

706060606060 Y (51)
000000000025 21

716060606060 Z

000000000044 36
000010000001 MASK
000000000001

3.2.5 Polynomial in Core

A polynomial term is stored in two or more consecutive locations in a
manlier determined by the format statement. The coefficient is placed
in the first word and the exponents are packed into the remaining words,
allowing the specified number of bits for each. For example, the term

5x2y7

in the format (50) has the octal representation

000000000005 5

000020000007 2,7
000000000003 3

(52)

(53)

A nonconstant polynomial in core consists of a pointer, a heading, a data
block, and a format statement as explained in Section 3.1 (see Fig. 2).
The data block contains the terms as in (53) stored consecutively.
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3.2.6 Canonical Form

We are now prepared to discuss the canonical form subroutine,
POLCFM. Its task is to put any given polynomial, stored in the manner
described above, into canonical form. More precisely, it must order the
terms according to their exponent sets, combining terms with equal
exponent sets and discarding any resulting zeros. The terms are to be
arranged in increasing order of the first exponent, and terms having the
same first exponent are to be arranged in increasing order of the second,
etc. If there is only one exponent word per term, this means that the
terms can be ordered according to the magnitude of that word treated
as an unsigned 36 -bit integer. Otherwise they must be ordered according
to the magnitude of the first exponent word and subordered according
to the magnitude of the second, etc. No working space is required. The
ordering is done first, with the aid of the system sort, FAPSTL, and the
combinations and cancellations, if any, are then performed. Finally if
the result is a constant, it is stored according to the "heading conven-
tion" which we shall now describe.

3.2.7 Heading Convention

As we mentioned in Section 3.1, each nonconstant polynomial has a
fixed heading of three words containing the data address, the format
address, and the number of terms, respectively. Since constant poly-
nomials can usually profit from special treatment and in any case the
zero polynomial requires it, we have devised a special representation for
constants. The first word of the heading contains the code number 5,
which cannot possibly be a legal data address, and the second contains
the value of the constant. Such a heading has no associated data block,
and its third word is never consulted. The code number zero signifies an
idle heading, and the numbers one to four are reserved for rational func-
tions.

The macro POLCLR (clear) stores zero in the first word of the head-
ing, thereby marking it as idle and destroying the attached data block
(if any). The macros POLSTZ (store zero), POLSTI (store identity),
and POLSTC (store constant) store 5 in the first word of the heading
and the specified constant in the second word.

3.2.8 Output

There is one output subroutine with three entry points - POLPRT
(print), POLPCH (punch), and POLPRP (print and punch). Each
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term of a polynomial is printed (punched) on a single line (card), ex-
cept that continuation lines (cards) will be used if necessary. All the
coefficients are right adjusted to column 22, so that they form a column
in the output. The exponents form one or more additional columns
headed by the corresponding variable names. In each line the coefficient
is separated from the first exponent by two blanks, and the exponents are
separated from each other by single blanks. Therefore the exponent col-
umns are not always straight. In printed output the first line contains the
name of the polynomial (or any comment not more than 21 characters
long) starting in column 2, and the names of the variables (separated by
single blanks) starting in column 25. In punched output the first card
contains the name or comment, the next card(s) is (are) a complete
format statement, the ensuing cards contain the data, and finally an end
card including the name is appended.

As an example, suppose the polynomial (43) is in core (in canonical
form), and its name (i.e., the symbolic address of its pointer) is P. If
P is then printed, the output will he

P X Y
-5 0

2 1

1

1

2

1
(54)

3 2 0 0

If it is punched, the output will be
P
X,12,Y,12,Z,12

-5
2

0
1

1

1

2

1
(55)

3 2 0 0
0 END P

where each line represents one card. The second card is a valid format
statement, and the last one is a valid END card. A polynomial in many
variables may require more than one line (card) for the list of variables
(format statement) and/or more than one line (card) per term.

3.3 Polynomial Arithmetic

3.3.1 Summary (See Descriptions Below)

(i) Basic Operations
POLADD R,P,Q It = P Q add (a)
POLSUB R,P,Q R = P -Q subtract (b)
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POLMPY R,P,Q R = P*Q multiply (c)
POLDIV R,P,Q NODIV R = P/Q divide (if divisible) (d)
POLSST G,F (LISTP) G = F(LISTV = substitute (e)

(LISTV) LISTP)
POLDIF Q,P,X Q = aP/ax differentiate (f)
POLZET P skip if P = 0 zero test (g)
POLNZT P skip if P 0 0 nonzero test (h)
POLEQT '0 skip if P = Q equality test (i)
POLDUP Q = P duplicate (j )
POLCHS P P = -P change sign (k)

(ii) Alternatives for Added Convenience and/or Efficiency

POLSMP Q,C,P Q = C*P scalar multiply (1)
POLSMO C,P P = C*P scalar multiply and (m)

overwrite
POLOMP Q,M,P Q = AM' one -term multiply (n)
POLOMO M,P P = M*P one -term multiply and (o)

overwrite
POLSAD Q,C,P Q = C + P scalar add (p)POLSAO C,PP = C + P scalar add and over- (q)

write
POLADO P, P = P + Q add and overwrite (r)
POLDFO P, P = aP/ax. differentiate and over- (s)

write

(iii) Explanation of Symbols

F,G,P,Q,R = polynomials (symbolic addresses of pointers)
scalar (symbolic address of scalar):

M = monomial (symbolic address of pointer)
X = variable (specified in the manner indicated by the last

previous VARTYP declaration - see Section 3.5.2)
LISTP = list of polynomials
LISTV = list of variables.

3.3.2 Descriptions

(a) POLADD R,P,Q

P and Q are assumed to be in canonical form. The addition is analogous
to the ordered merging of two ordered subdecks of a deck of playing
cards, except that POLADD must also perform combinations and
cancellations. Suppose P has n terms and Q has m terms. Then a block
long enough for n m terms is reserved for R if space permits. Other-
wise all the remaining space is reserved for R, and the subroutine pro-
ceeds in the hope that combinations and/or cancellations will compen-
sate for the deficiency. If space runs out, the job will be dumped. The
first (next) term of R is found by comparing the exponent sets of the
first (next) term of P and the first (next) term of Q. If these differ, the
first (next) term of 1? is the first (next) term of P or of Q, depending on
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which comes earlier in the canonical ordering. If they are the same, the
first (next) term of R is the sum of the first (next) terms of P and Q,
unless the sum is zero. In that case the first (next) terms of P and Q
cancel, making no contribution to R.

(b) POLSUB R,P,Q

This uses POLCHS (twice) and POLADD. If P and Q have the same
heading, it uses POLSTZ instead.

(c) POLMPY R,P,Q

POLMPY multiplies the longer of the polynomials P and Q by each
term of the shorter using POLOMP and accumulates these products
using POLADD or POLAOE. The latter is a slightly modified version of
POLADO, not normally available to the outside world. Its mnemonic is
"Add, Overwrite the first argument, and Erase the second."

Suppose P has m terms and Q has n terms with m < n. Let Pi be the

ith term of P, let Ti = P,Q be the ith partial product, and let Si = E T.

be the ith partial sum.
If there is enough space for (nm n) terms, then the "leapfrog

method," a fast method involving no data moving (see Fig. 3), is em-
ployed. Imagine the space partitioned into m 1 blocks, each n terms
long. The first partial product, 111 , is placed in the mth block and the
second, T2 in the (in + 1)st block. POLADD is then directed to add
these, starting the sum 82 at the beginning of the (m - 1)st block. This
partial sum overwrites a portion (perhaps all) of the mth block as ex-
plained in the discussion of POLADO. The next partial product T3 is
then placed in the (m 1)st block, and the next partial sum S3 is
started at the beginning of the (m - 2)nd block, overwriting a portion
(perhaps all) of 52 . This process is repeated, each partial sum overwrit-
ing a portion (perhaps all) of the preceding one, until the final result
S, appears starting at the beginning of the first block.

If there is not enough space for this procedure, then the slower
"compact method" (see Fig. 4) is used, requiring only enough space for
the final result (or the longest partial sum) and n additional terms. The
latest partial sum always starts at the top of the available space. The
next partial product is placed immediately below it, and both are then
moved down leaving a gap n terms long above the partial sum. The
partial product is then added to the partial sum by POLAOE to produce
a new partial sum, starting at the top of the available space and over-
writing a portion (perhaps all) of the previous partial sum. This process
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A

SPACE FOR
rn BLOCKS

OF fl TERMS

SPACE FOR
1 BLOCK

OF fl TERMS
4.

OTHER
DATA

SL

T., .1.. 1

OTHER
DATA

SL -1-1=

SL+Ti. +1

OTHER
DATA

SL -1-1

Ti. + 2

OTHER
DATA

SL+2=
S14-1+Ti.+2

11+2

FIG. 3 Successive steps in multiplication by the "leapfrog method."

is repeated until the final result is achieved or the available space
exhausted.

(d) POLDIV R,P,Q,NODIV

The dividend P and the divisor Q are treated as polynomials in one vari-
able (the first variable that at least one of them depends on) with coef-
ficients in the ring of polynomials in all the remaining variables (if any).
Divisions in this ring can be handled by calling POLDIV itself, fi and
the main task is carried out by the familiar process of "long division."
The fourth argument, NODIV, is an address to which control will be
transferred if Q does not divide P. If the fourth argument is omitted,
the macro will supply ENDJOB in its place.

(e) POLSST G,F (LISTP) (LISTV)

f A subroutine which calls itself is called recursive. At the innermost level it
must, of course, operate by an independent mechanism. Collisions between the
different levels are prevented by saving necessary information in a push -down
list. It is perhaps worth noting that every inductive algorithm can be programmed
as a recursive subroutine. In the case of polynomial division the induction is on
the number of variables, and the innermost level is simply coefficient division.
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OTHER
DATA

SL

OTHER
DATA

SL

OTHER
DATA

Si

Fig. 4 - Successive steps in multiplication by the "compact method."

Here LISTP is a list of polynomials in a common format which must
include all the variables of F not being replaced, and LISTV is a list of
the variables of F which are to be replaced by the polynomials in LISTP.
For example if F depends on X1, , X10 and we wish to replace X3
and X4 by P and Q respectively, we write

POLSST G,F (P,Q) (X3,X4)

The variables in LISTV must be specified in the manner indicated by
the last previous VARTYP declaration. If LISTV is not provided, it is
understood to be the list of all the variables in the format of F.

POLSST works in the most straightforward possible way - substitut-
ing into one term at a time and preserving only the latest partial result.
This procedure may involve substantial duplication of effort, but it uses
a minimum of working space and a minimum of program, and in most
practical cases the running time is reasonable.

(f) POLDIF Q,P,X

P is duplicated using POLDUP, and the copy is then differentiated with
respect to X using POLDFO.

(g) POLZET P

f If all the polynomials in LISTP are constants (which have a universal format
- see Section 3.2.7), then the format of F is used.
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The next instruction is skipped if and only if P = 0.

(h) POLNZT P

The next instruction is skipped if and only if P 0 0.

(i) POLEQT P,Q

The polynomials P and Q are considered to be equal if and only if they
have the same format address, the same number of terms, and identical
data blocks.

(j) POLDUP Q,P

Q is replaced by a copy of P.

(k) POLCHS P

The signs of all the coefficients of P are reversed.

(1) POLSMP Q,C,P

P is duplicated using POLDUP, and the copy is then multiplied by C
using POLSMO.

(m) POLSMO C ,P

Each coefficient of the polynomial P is multiplied by the scalar C.

(n) POLOMP Q,M,P

P is duplicated using POLDUP, and the copy is then multiplied by M
using POLOMO.

(o) POLO1V10 M,P

Each term of the polynomial P is replaced by its product with the
monomial M. To multiply two monomials, it is necessary to multiply
their coefficients and add their exponents. In the case of integer coeffi-
cients, the coefficient multiplication macro

CMP Z,X,Y

expands to

LDQ X
MPY
TZE *+2
REM1
STQ
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where REM1 is the REMARK macro (see Section 3.7) for coefficient
overflow. The exponent addition macro

EAD Z,X,Y

adds the exponents one word at a time even though several exponents
may be packed into each word. To check for overflow, EAD uses the ap-
propriate word from the mask in the format statement. Suppose all the
exponents are packed into a single word. Then the mask is a word con-
taining a one in the low -bit position of each exponent block and zeros
elsewhere. Now EAD expands to

CAL X
ACL
SLW
ERA X
ERA
ANA MASK
TZE *-1-2

REM2

where REM2 is the REMARK macro (see Section 3.7) for exponent
overflow. The first three lines compute the sum correctly, provided no
overflows occur. After line 5 the low -bit positions in the AC should be
zero, since ERA is the same as addition without carry. After line 6 the
entire AC should therefore be zero. If it is not, control will pass to REM2
and the AC will contain a one -bit immediately to the left!' of each ex-
ponent block which has overflowed.

(p) POLSAD Q,C,P

P is duplicated using POLDUP, and C is then added to the copy using
POLSAO.

(q) POLSAO C,P

The scalar C is added (or appended) to the polynomial P.

(r) POLADO P,Q

Since P is to be replaced by the sum P Q, it is not necessary to have
space for both P and the sum. Instead it is possible to open a gap the
size of Q above P, and then to use that gap together with the block oc-
cupied by P as a block for the sum. It is easy to see that no term of P can
be overwritten by a term of the sum before making its contribution.

t Here we think of the AC as a circular register. An overflow in the leftmost
exponent block will leave a one -bit at the right end of the AC.
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(s) POLDFO P,X

Each coefficient of P is multiplied by the corresponding exponent of X.
If the exponent is zero the term is deleted. Otherwise the exponent is
reduced by one.

3.4 Truncated Power Series

Let x represent the k-tuple of variables (x1 , xk). A formal power
series in x is an expression of the form

00

A(x) = E xi,ik (56)

where the a's are elements of any integral domain. The sum i =
 + ik of the exponents in any individual term will be called the

order of the term. Letting ai(x) be the (finite) polynomial consisting of
all the terms of order i, we have

00

A(x) = EAi(x)

Ai(x) = ail  4.4.1. .4.
,4

i 1.  ..ik 0i  -} i k=i

(57)

A truncated power series of order p is a formal power series from which
all terms of order higher than p have been dropped. We shall restrict
our attention to the case in which the a's are polynomials in a set of
variables yl , , yi (1 > 0) not including any of the x's. The sum of
two truncated power series

A(x) = E A i( x ) ; A,(x) 0

B(x) = B;( x ) ; Bq'(x) 0 0

is their polynomial sum truncated to order

min (p,q)

while their product is their polynomial product truncated to order

min (p q', q p').

(58)

(59)

(60)

The ALPAK system contains two macros for dealing with truncated
power series. These are POLTRC (truncate) and POLMPT (multiply
and truncate). Addition can be handled with POLTRC and POLADD.
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Each truncated power series must be stored as a polynomial in a format
whose first k variables are the x's and whose remaining variables, if
any, are the y's. The command

POLTRC P,ORD,K (61)

causes P to be truncated to order ORD. That is, all terms of order
greater than ORD are deleted. The command

POLMPT R,ORDR,P,ORDP,Q,ORDQ,K (62)

is represented by the equation

R = P*Q (63)

where P and Q are truncated power series. K is the address of the num
ber of power series variables [i.e., the x's of (56) and (57)1, ORDP and
ORDQ are the addresses of the orders of P and Q respectively, and
ORDR is an address for the order of R, which is to be computed by the
rule (60).

If it is desired to multiply a truncated power series by a polynomial,
the latter should be thought of as a truncated power series of order in-
finity. It is required that all finite orders be less than 235, and any num-
ber greater than or equal to 235 is treated as infinity. Thus if P is a
truncated power series of order 4 in 3 variables and we wish to multiply
it by the polynomial Q, we write

POLMPT R,ORDR,P,= 4,Q, = -1, =3 (64)

where the order -1 of Q will be interpreted t as 235 + 1, which is equi-
valent to infinity.

3.5 The Main Program

3.5.1 POLBEG

Every main program starts with the macro POLBEG (begin). At
assembly time, this reserves a block of storage for the "data buffer"
and at execution time it initializes the storage allocator. The command

POLBEG N (65)

In the IBM 7090 computer some operations interpret a word as a signed 35 -
bit integer and others interpret it as an unsigned 36 -bit integer. If a negative in-
teger is examined by one of the latter, the sign bit is assumed to represent a con-
tribution of 2' to the magnitude of the number.
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(where N is an integer - not the address of an integer) reserves an
N -word block in the "remote program," while the command

POLBEG N,COMMON (66)

reserves an N -word block in "common storage." If COMMON is used,
the space occupied by the loader at loading time can be a part of the
data buffer at execution time. Therefore the size of the data buffer can
be somewhat larger. However, no other program using COMMON can
be loaded at the same time without careful use of ORIGIN cards.

3.5.2 VARTYP

Every program which uses POLSTV, POLSST, POLDIF, or POLDFO
must contain at least one VARTYP declaration. The command

VARTYP T (67)

indicates that all subsequent references to variables (prior to the next
VARTYP declaration if any) are of type T, which may be any of the
following

NAM (name)
NUM (number)
NAM* (address of name)
NUM* (address of number)

The variables in a format statement are numbered according to the
order of their appearance.

For example, if we wish to differentiate the polynomial P with respect
to the variable X, we use NAM and write

POLDIF Q,P,X (69)

(68)

To differentiate P with respect to the third variable we use NUM and
write

POLDIF Q,P,3 (70)

To differentiate P with respect to the variable whose name is at loca-
tion LX, we use NAM* and write

POLDIF Q,P,LX (71)

Finally, to differentiate P with respect to the variable whose number is
at location K, we use NUM* and write

POLDIF Q,P,K (72)
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Typically, NAM is used in main programs and NUM* in subroutines,
since the main programmer usually knows the names of the variables
while the subroutine programmer usually knows nothing about the
format.

3.5.3 Sample Programs

The following program computes R = P awaY.

POLBEG 10000
VARTYP NAM

FMT POLCVF (X,12,Y,12,Z,12)
POLRDP P,FMT
POLRDP Q,FMT
POLDIF DQDY,Q,Y
POLADD R,P,DQDY
POLPRT R,-,(R = P DQ/DY)
TRA ENDJOB

P PZE
Q PZE
R PZE

END

(73)

A slightly more complicated example illustrates the use of indexing. To
compute

Ri = Pi + Qi; i = 1,  , 10 (74)

we write

POLBEG 10000,COMMON
POLDRF FMT
AXT 10,1

RD1 POLRDP (P,1),FMT
TIX RD1,1,1
AXT 10,1

RD2 POLRDP (Q,1),FMT
TIX RD2,1,1
AXT 10,1

ADD POLADD (R,1),(P,1),(Q,1)
TIX ADD,1,1
AXT 10,1 (75)
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PRT POLPRT (R,1),-,(R(I)=P(I)+Q(I))
TIX PRT,1,1
TRA ENDJOB

FMT BSS 20
P BES 10

Q BES 10

R BES 10

END
The storage section of a main program must contain a block for each

format statement read by POLRDF and a pointer (whose address field
initially contains zero) for each polynomial. For further discussion of
these rules see Section 3.2.

3.6 Loading Instructions

The polynomial portion of the ALPAK system consists of a macro
deck and two subroutine packages, ALPAK1 and ALPAK2. Most of
the macros expand into calling sequences for subroutines of the same
name, but a few call one or more differently named subroutines and a
few others call no subroutines at all. The macro deck is available as a
symbolic deck or as a CRUNCH deck with no END card crunched in.
ALPAK1 and ALPAK2 are available as binary decks and also as sym-
bolic decks or CRUNCH decks. In their present form these decks can
only be used within the BE -SITS -4 monitor system on an IBM 7090
computer.

The following example illustrates the arrangement of decks and con-
trol cards for a typical ALPAK assembly:

JOB
PAP
UNLIST
MACROS (CRUNCH deck with no end card crunched in) (76)
LIST
MAIN PROGRAM (Symbolic deck with END card)

The UNLIST and LIST cards are normally included in order to sup-
press the printing of eleven pages of macro definitions. This is a FAP
assembly and may be embellished in any way that conforms to the rules
of FAP.

The next example shows a typical arrangement of decks and control
cards for assembly and run:
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JOB
FAP
UNLIST
MACROS (CRUNCH deck with no END card crunched in)
LIST
MAIN PROGRAM (Symbolic deck with END card)
LOAD BATCH
ALPAK1 (Binary deck, preceded by LOAD card and followed

by binary transfer card)
ALPAK2 (Binary deck, preceded by LOAD card and followed by

binary transfer card)
TRA
DATA

(77)

Our final example illustrates a run with a previously assembled main
program:

JOB
MAIN PROGRAM (Binary deck preceded by LOAD card and

followed by binary transfer card) (78)
ALPAK1 (Binary deck preceded by LOAD card and followed by

binary transfer card)
ALPAK2 (Binary deck preceded by LOAD card and followed by

binary transfer card)
TRA
DATA

3.7 Diagnostics

The ALPAK diagnostic mechanism recognizes the following ten types
of failure:

1. COEFFICIENT OVERFLOW. No coefficient or scalar can have
magnitude greater than 235 - 1.

2. EXPONENT OVERFLOW. No exponent can be greater than
2B - 1, where B is the corresponding field width (in bits).

3. INSUFFICIENT SPACE. The reporting subroutine was un-
able to obtain needed space from the storage allocator.

4. ILLEGAL SUBROUTINE ARGUMENT. One of the inputs to
the reporting subroutine failed some simple test.

5. INCOMPATIBLE FORMATS. See Format Compatibility in Sec-
tion 3.1.2.

6. INTERNAL INCONSISTENCY. There may be a bug in the
reporting subroutine.
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7. POLBEG NOT CALLED. Every main program must begin with
the macro POLBEG (see Section 3.5.1).

8. ILLEGAL FORMAT CARD. See Format Statements in Section
3.2.4.

9. END OF FILE. All the data cards have been read.
10. INPUT READING ERROR. An unrecoverable parity check

failure has occurred on input.
Whenever a failure is detected, control is transferred to the REMARK

subroutine, which performs the following functions: First it takes a
hollerith snapshot of two locations containing the words "REMARK
SNAP" in BCD. The purpose of this is to provide a console dump at the
time of the failure. It then prints the location of the failure, the type of
failure, and the subroutine nesting list. Finally it transfers control to
the DUMP section (if any) of the first subroutine on the nesting list,
whose function is to print the inputs and perhaps a partial result.

As an example, suppose the multiplication

POLMPY C,A,B (79)

fails because of insufficient space. This might result in the output

LOCATION 1703
POLDUP REPORTS
INSUFFICIENT SPACE

SUBROUTINE NESTING LIST
NAMES AND CALLING LOCATIONS

POLMPY 00174, POLOMP 03412, POLDUP 03152

FINAL DUMPS FROM POLMPY

R = P*Q. PS = PARTIAL SUM.

P X Y Z
1 0 1 0
1 1 0 0

Q X Y
1 0 0 2
1 0 2 0
1 2 0 0
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PS X Y Z
1 0 1 2

1 0 3 0
1 2 1 0

and the snapshot

2175 SNAP H,2410,2411
AC...MQ...SI...EK...SW...SL...OVF...TM...
IR1...IR2...IR4...

2140 "REMARK" "SNAP."

which will be the last snap prior to post mortems. The output indicates
that POLMPY (multiply) was called from location 174 in the main
program, POLOMP (one -term multiply) was called from location 3412
in POLMPY, POLDUP (duplicate) was called from location 3152 in
POLOMP, and the space shortage was discovered at location 1703 in
POLDUP. Furthermore, POLMPY was attempting to compute

= P*Q where

P=X+Y
y2 z2

and had obtained the partial result

PS = x2y.
Y3 + yz2 (x2

Y2 Z2) (81)

which is the product of Q and the first term in the canonical ordering of
P. Note that P, Q and R in the output are dummy names, which in
this case correspond to A, B and C in the user's program [see (79)].

The subroutine nesting list is maintained automatically by the EN-.
TER and EXIT macros, which are used in all but the lowest level sub-
routines. If a failure is detected in one of these unentered subroutines,
its name will appear along with the location of the failure but not on the
nesting list.

(80)

3.8 Debugging

The normal method of debugging an ALPAK program is to run it and
see what happens. Most programming errors and all overflows will be
located and identified by the diagnostic mechanism, which is described
in the preceding section. If difficulties persist, POLPRT (print) orders
can be inserted (by reassembly) into the main program, or even into
one or more of the ALPAK subroutines. Each POLPRT order is essen-
tially a symbolic snapshot. If an error is detected by POLPRT, a suitable
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remark (see below) is printed but the flow of control is not affected (un-
less it depends on the AC, the MQ, or XR4). The following remarks are
available:

1. EMPTY POINTER. The pointer contains ±0.
2. NO DATA. The number of terms is +0.
3. GARBAGE. Either the heading is idle (see Section 3.2.7), the

data address is outside the data buffer, the number of terms is
-0, or the number of exponent words per term is < 0.

4. ILLEGAL FORMAT. Since POLRDF and POLCVF do not ac-
cept illegal format statements, this remark implies that the format
address is wrong or the format statement has been overwritten.

5. DATA OVERFLOW. The data block begins in the data buffer but
ends beyond it.

If all else fails, ordinary snaps and/or post mortems can be taken in
the usual manner. However, a snap of the data buffer is unusually dif-
ficult to comprehend and should be taken only in desperation.
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Discrete Smoothing Filters for
Correlated Noise

By J. D. MUSA

(Manuscript received April 18, 1903)

This paper discusses discrete, linear, time -invariant, nonrecursive,
finite memory, polynomial smoothing filters for noise that is correlated from
sample to sample. The wide -sense Markov process is used as a model for
the noise. Analysis and synthesis of the aforementioned filters are discussed
in detail and several plots are furnished. A simple method for generating
discrete, wide -sense Markov noise for simulation is noted. A noise model
composed of a linear combination of wide -sense Markov processes is de-
veloped and applied for the case in which the previous model is not suffi-
ciently accurate.

I. INTRODUCTION

A discrete polynomial smoother may be defined in the following
terms. Consider the random process R(nT), where n is an integer and
T is the period of the samples at which the process will be of interest.*
The process will be thought of as comprising a desired component
R(nT), and a noise component R(nT). It will be assumed that R(nT)
can be satisfactorily approximated by an rth degree polynomial in nT,
R(nT). Further, assume that R(nT) is a random process that is wide-

sense stationary with respect to the sampling instants nT. The fore-
going situation would occur, for example, in the tracking of a moving
object whose true position could be represented as an rth degree poly-
nomial in time, and whose measured position included a random error.
We will assume that

E[R(nT)] = 0 (1)

and denote var [R(nT)] = var [R(nT)] by a R2, where E is the expected
value operator of probability theory and "var" indicates "variance of".

* Symbols used throughout the paper have been collected and defined in a
glossary (Section IX) for ready reference.
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Let 1R(iT) represent the autocorrelation* function of R(nT), where i
is an integer. A discrete polynomial smoother of the pth order and rth
degree is a filter which operates on R(nT) in such a fashion that the
output C(nT) and the input R(nT) are related by

E{C(nT)} = (nT 1') (2)

for all n.t Note that the parenthetical superscript (p) denotes "pth
derivative of the estimate with respect to nT." The quantity I' repre-
sents prediction time; if r is negative, the operation performed is an
interpolation.

We will consider linear, time -invariant smoothers which are nonre-
cursive and have a finite memory. These conditions may be expressed in

terms of the input-output relationship
N-1

C(nT) E T (iT)R[(n - i)T], (3)

where the function IV(i77) is the weighting function or impulse response.
Note that I (iT) is defined only at a finite number of points (N points),
that it is independent of the input (hence the smoother is linear), and
that it is invariant with the time nT. No previous values of the output
appear in (3); hence the smoother is nonrecursive. The latter restriction
can often be circumvented, because it is frequently possible to approxi-
mate a recursive filter by a nonrecursive one.'

The quantity var [C(nT)] = cr: is of interest in two respects. First,
we may wish to know its value, or better yet, the variance ratio

2

2 QC
= CR

(4)

which is a figure of merit of the smoother. Note that p,2 is not a function
of time, since R(nT) was assumed to be wide -sense stationary, and it
follows that C(nT) is also wide -sense stationary by the time-invariance
of the smoother. Second, we may wish to find the optimum smoother
of a class specified by p, r, F, N and T; i.e., we may want to determine

* In this paper, the term "autocovariance function" will be used to refer to
E[Zati-T],

where Ze represents a zero -mean, wide -sense stationary random process Z evalu-
ated at time 1. "Autocorrelation function" will be used to refer to the normalized
autocovariance function obtained by dividing the autocovariance function by its
value at r = 0.

f The 0th, 1st, and 2nd order smoothers are often referred to as position, ve-
locity, and acceleration smoothers.
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the weighting function W(iT) which yields the minimum value of
a: (or /2) under the preceding conditions.

If fl(nT) has an autocorrelation function of arbitrary form, it may
be shown, using (1), (3), and (4), that

N-1 N-1

E E wily; 4).[(i - .i)Tl, (5)
i=0 J-0

where Wi = W(iT) and W; = W(jT). In general, this is a compli-
cated expression. In previous treatments2.3.4.5 of discrete polynomial
smoothers, simplification of (5) has been achieved by assuming that
the power density spectrum of the noise component of the input is
white, so that

(i =. )
(PR[(i - j)T] =

(i j).

This yields the simple form
N-1

2 = E TV 2
i=o

(6)

(7)

However, the assumption that the noise is uncorrelated from sample
to sample is not justified for many physical systems because the noise is
restricted in its rate of change. This is particularly true for mechanical
and electromechanical systems. It will be shown that correlated noise
may be represented by the wide -sense Markov process as a first -order
approximation, or by a linear combination of such processes as a better
approximation, with appreciable simplification of (5) still being obtained.
By "represent" we refer to the approximation of one autocorrelation
function or power density spectrum by another. In discussing smoothers,
our primary interest is in the behavior of the generalized second moment
of random processes, and further delineation of the character of these
processes is not necessary.

H. WIDE -SENSE MARKOV NOISE MODEL

A rigorous definition for the wide -sense Markov process may be found
in Doob.6 It will be sufficient for our purposes to characterize the wide -
sense Markov process in an alternative fashion, which Doob7 has shown
to be equivalent to the original definition. A wide -sense stationary, con-
tinuous random process will be called wide -sense Markov if it has the
autocorrelation function
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1(r) = exp( - SIT), T 0. (8)

The quantity SI will be called the "noise bandwidth." By using the even-
ness property for autocorrelation functions of real, wide -sense stationary
random processes, (8) may be written as

(PH = exp( - SZ I T 1). (9)

If a wide -sense Markov random process is real and Gaussian and has
zero mean, then it is also strict -sense Markov. The strict -sense Markov
process is defined as a random process for which

Pr[Y(4.) X I Y(t1), , Y(4-4)] = Pr[Y(tn) 5 X I I'(t..4)] (10)

with probability 1 for each A, all 11 < < , and all n. We may
say in an intuitive manner that a strict -sense Markov process is a proc-
ess with a structure such that any value of the process is directly related
only to the immediately preceding value.

One might consider higher -order Markov processes ("related" to
several preceding values) as a better approximation for correlated noise,
but it appears that using a linear combination of the simple wide -sense
Markov processes gives a more manageable expression for M.

For a discrete wide -sense Markov process with equally -spaced
we may write the autocorrelation function as

c1)(7.) = exp( DebT(T), (11)

where CbT is the comb function defined by

CbT(r) = - iT). (12)

Fig. 1 - Baseband component of normalized power density spectrum for dis-
crete wide -sense Markov process.
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CONTINUOUS

SYSTEM

NOISE VARIANCE

= L1R2

SAMPLER

G (s)= 7.77 (S + 2)

s' + 7.775 +15.54

DIGITAL
SYSTEM

NOISE VARIANCE

= TC2

Fig. 2 - Control system used in evaluation of wide -sense Markov noise model.

The normalized t power density spectrum, obtained by Fourier trans-
formation of (11), is

9c2

8(f) = *
1

7
Cbi/T( f (13)

(27rf )2 + Q2 '

where * indicates convolution. The baseband component of this nor-
malized power density spectrum is illustrated in Fig. 1. Note that the
half -power point occurs at f = 2/27.

Use of the wide -sense Markov noise model reduces (5) to
N-1 N-1

2 C-"` E=

where

(14)

a = exp( --UT) (15)

and is called the "intersample correlation." For some weighting func-
tions, (14) can be simplified much further by evaluating the sums, using
the finite difference calculus.

As one illustration of the improvement in accuracy obtained by repre-
senting correlated noise as wide -sense Markov rather than white, con-
sider the control system of Fig. 2. White noise is filtered by the continu-
ous system such that the normalized power density spectrum at the
input to the sampler becomes

G(3.(-0) r
2 ,

where

2 1a =
2r f.1G(jw) 12 dco = 4.79.

(16)

(17)

t Normalized in the sense that this is the Fourier transform of the autocorrela-
tion function. The power density spectrum is usually defined as the Fourier trans-
form of the autocovariance function. The normalized power density spectrum is
equal to the power density spectrum divided by the variance.
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Fig. 3 - Normalized power density spectra.

Hence

12.6(2 + 4)
S(w) - (18)

co4 + 29.3w2 + 241.5 

We can fit models to the true noise process as if all processes were con-
tinuous, and following this, introduce the sampling operation. The
output -input noise variance ratio µ2 of the digital system has been
computed for the case of a first -order cascaded simple averages smoother t
with the following weighting coefficients:

0.028257 (0 < i < 11)

W;= 0 (12 i .5_ 23) (19)

-0.028257 (24 5 i < 35).

The true noise process has 112 = 0.0376. Use of the wide -sense Markov
model yields /12 = 0.0339, while use of the white noise model yields
112 = 0.0192.

-I. See Section V for the definition of this smoother.
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Fig. 4 - Autocorrelation functions.

The normalized power density spectra and autocorrelation functions
of the true noise process and the wide -sense Markov model are illustrated
in Figs. 3 and 4. The parameter S2 has been picked equal to the half -
power point of the power density spectrum of the true noise process,
9.68.

III. MOMENTS OF THE WEIGHTING FUNCTION

The moments of the weighting function of a smoother are important
characteristics, since the requirement (2) which specifies the desired
output of the smoother is conveniently expressed in terms of them.
The moments will be useful in comparing smoothers for equivalence as
to meeting (2), and in determining the optimum weighting function for
a class of smoothers. The qth moment Mg of the weighting function
will be defined as

N-1

Mg = E (iT)gli (20)

To express (2) in terms of moments, we proceed as follows. Substi-
tuting (3) and (1) in (2) we obtain

N-1
E I V ,1?[(n - i)T] = iseNnT F). (21)
i=o

Now R(t) will be approximated by P(t), which may be expressed in the



2128 THE BELL SYSTEM TECHNICAL JOURNAL, SEPTEMBER 1963

Taylor series form

R(t) = kg)(';''T) (t - nT)q.
g=0 q.

Substituting (22) in both sides of (21) and rearranging, we obtain

t ( -1)q.k(g)(nT) N E -i ko(nT)
q=0 q! i=0 (q - p)!

Considering (23) term by term, and using (20), we obtain

M q =

0

( -1 )1)p!

( -1)qq!
(q - p)!

(0 q < p)

(q = p)

(p <q 5_ r).

(22)

(23)

(24)

It should be noted that the weighting function obviously has moments
greater than the rth; however, the condition (2) does not fix their values.

IV. OPTIMUM SMOOTHERS

By "optimum smoother" we mean that smoother of the class specified
by p, r, P, N, and T whose weighting function yields the minimum pos-
sible value of 122. Optimum smoothers are often not implemented because
of the amount of storage and computation required. However, they
provide a standard of comparison for the systems that are implemented.

To find the weighting function of the optimum smoother of a class,
the quantity A' is minimized under the constraints (24), using La -
grange's method of undetermined multipliers. Blackman8 has carried
out the minimization in matrix form for a general input noise process
(any autocorrelation function). The optimum smoother is specified by
the matrix equation

W = 13-1,4(A P -1A (25)

where - indicates "matrix transpose." The variance ratio au' for the
optimum smoother is given by

= (26)
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The matrix W is a column matrix representing the weighting function
at the points t = iT , i.e.,

W=

Wo

W1

_W N-1_

P is the autocorrelation matrix of the input noise process,

(27)

- 1 (1,R ( T ) 4lit (2T) 4,RUN - 1)7'l

411(7) 1 $R(T) 43RRN - 2)71

P = (PR (2 T) 4)R(T) 1 (PRRAT - 3)71 ; (28)

_,PieRAT - 1)7'1 c1 [(N - 2)T1 (1)/?[(N - 3)T] 1

A is the "age" matrix,

1 () 0 0

T 7,2
.

Tr

1 27' (2T)2 (277)r
A=

(3T)2 (3T) r

: .

1 (N - 1)7' [(N - Orr [(N - on_
and M. is the column matrix of moments,

AI =

_Mr_

(29)

(30)

Unfortunately, (25) and (26) are very difficult to evaluate literally
except in the simplest cases. However, they can be evaluated numerically
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by a digital computer. The inverse of the autocorrelation matrix for
wide -sense Markov noise is readily determined to be, in literal form,

P-1 = 1

1

1 -a 0 0 0

-a 1 + a2 0

0

0

0

-a
0

1 + a2

-a 1 a2

0

1 + a2 -a
0 1

(31)

The principal operation, aside from the matrix multiplications, is the
inversion of the (r 1) X (r 1) matrix AP -1 A.

Blackmans has evaluated (25) and (26), assuming that the noise is
wide -sense Markov, for zero prediction time smoothers with p = 0,
r = 0 and p = 1, r = 1. For the former,

Wi =

and

1

N- (N - 2)a
1 - a

N- (N - 2)a

(i = 0, N - 1)

(i = 1, 2, , N - 2)

2 1 + a
A - N- (N - 2)a

For the latter,

3 (1 + n)[1 n(N - 2)1
T (N- 1)1[1 ± n(N - 1)1[2 F n (N - 1)] -1- [1 -n2])

(i = 0)

=

(32)

(33)

6 ??(N - 1 - 2i)
T (N- 1) f[l +97(N - 1)][2 n(N - 1)] + [1 -n2]} (34)

(i = 1, 2,  , N - 2)
3 (1 + n){1 n(N - 2)]
T (N - 1[1 n(N - 1)][2 n(N - + - n211

(i = N - 1)
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and

2 1 12n (35)
T2 (N - 1) 1[1 n(N - 1)][2 ± (N - 1)] ± [1 - n2]] '

where

1 - a
n_ 1 ± a 

These optimum weighting functions and variance ratios have been
plotted in a normalized form in Figs. 5, 6, 7, and 8. The ordinates for
the 1st order, 1st degree smoother are given in terms of the smoothing
interval T s = (N - 1)T . The curves are plotted for the parameter
B = S17 s , which may be thought of as a noise -smoother "bandwidth
ratio." The asymptotes for the above curves, as N 00 (with Ts
and SZ fixed), are derived in Appendix A.

Let us consider the behavior of these curves from a physical view-
point. For wide -sense Markov noise, the noise autocorrelation function
is positive and monotonically decreasing with time. Hence, if the num-
ber of samples smoothed, N, is increased with the smoothing interval

0.185

OB=10

0.180

0.175

0.170

WL

0.165

0.160

0

9

20

30
00

5=03

B=10

20

30
30 00
20

10

0 2 4 5 6

(36)

Fig. 5 - Optimum weighting function: 0th order, 0th degree smoother (r = 0,
n = 6).
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Fig. 6 - Optimum weighting function: 1st order, 1st degree smoother (1' = 0,
it = 6).

Ts and the noise characteristics remaining fixed, the intersample
correlation will increase. Although each additional sample provided to
the smoother gives additional information, the information added
eventually approaches zero due to the increasing correlation. Now a
smoother can reduce its variance ratio only by obtaining more informa-
tion about the noise or by making better use of the information it
already has. An optimum smoother makes the best use of the informa-
tion available to it. Consequently, the variance ratio of an optimum
smoother operating on a signal which includes wide -sense Markov
noise (or any noise whose autocorrelation function is positive and de-
creases monotonically with time) must approach a constant as N in-
creases.

V. CASCADED SIMPLE AVERAGES SMOOTHERS

Cascaded simple averages smoothers are a class of smoothers developed
by R. B. Blackman.' A cascaded simple averages smoother of sth order
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Fig. 7 - Noise variance ratio: optimum 0th order, 0th degree smoother.

approximates an optimum (with respect to white noise) sth order, sth
degree, zero prediction time smoother. It may also be used to approxi-
mate smoothers that have been optimized with respect to wide -sense
Markov noise. The approximation involves using only the values K,
-K, and 0 for the weighting coefficients, where K is some constant. This
smoothing method reduces the amount of storage and the number of
arithmetic operations required, at the cost of a slight increase in A'
over the optimum method.

The weighting functions of cascaded simple averages smoothers of
0th, 1st, and 2nd orders are as follows (respectively) :

W 1,NN'
(37)
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Fig. 8 - Normalized noise variance ratio: optimum 1st order, 1st degree smoother

and

Wi =

Wi =

4.5(N - 1)
N2Ts

(0 < i - 3 - 1)

0 3 - 3
i) (38)

4.5(N
T-

1)
(23- N 5_ i N - 1)

N 2

36(N - 1)2 < i N
N'Ts2 - 6

0

36(N - 1)2
N3T,g2

0

36(N - 1)2
N'Ts2

- 1)

1)

(N3 1)

(-2N _.-5=i- 6-5N-1)3

6N 5_ i N - 1) ,

(39)
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Fig. 9 - Weighting function for 1st order cascaded simple averages smoother.

where N is a multiple of 3 in (38) and a multiple of 6 in (39). The weight-
ing functions for 1st and 2nd order smoothers are plotted in Figs. 9
and 10, respectively.

The variance ratios for 0th, 1st, and 2nd order cascaded simple
averages smoothers for a wide -sense Markov noise input are, respec-
tively:

N-1 N-1
122 E

N2 i=o i=0

2 [4.5(N - 1)12-
N2T

and

2

=

where

1-36(N - 1)212

N'Ts2

sgn W

N-1 N-1

(40)

E E sgn W i sgn W al I (41)
i=o J=0

N-1 N-1

E E sgn Wi sgn w
i=o i=o

1 (Wi < 0)

0 (Wi = 0)

1 (Wi > 0) .

(42)

(43)

By use of the finite difference calculus, (40), (41), and (42) may be
simplified to
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Fig. 10 - Weighting function for 2nd order cascaded simple averages smoother.

2

2 1 + a 2a(aN - 1)- N(1 - a) + [N(1 - a)P (44)

4.r ( N - 1 2

T8 N

1 + a a(aN - 2a2" aN/3 2)
13N(1 - a) [N(1 - a)12

and

(36)2 (N - 1)4
Ts2 N

1 + a a (aN - 2a5" - a2N/3 + 2a \ /2 + 3aA 1" - 3)
3N(1 - a) [N(1 - a)12 f

7

respectively.

In Figs. 11, 12, and 13, the variance ratios have been plotted in
normalized form for 0th, 1st, and 2nd order cascaded simple averages

2, Ts21,2,weighting functions, respectively. The ordinates are and
T34/22, respectively. The curves are plotted for the noise -smoother
"bandwidth ratio" B = iffs. The asymptotes for the above smoothers
as N -> co (with T s and II fixed) are derived in Appendix A. Note that
the expressions simplify appreciably for larger values of B, the expo-
nential terms becoming negligible.

The behavior of these variance ratio curves is somewhat different
from those for the optimum smoother. They do not necessarily decrease

(46)



SMOOTHING FILTERS 9137

0.20

0.18

0.16

0.14

0.12

p.2 0.10

0.08

0.06

0.04

0.02

ASYMPTOTES

B = 10

10 20 30 40 50 60 70
N

Fig. 11 - Noise variance ratio: 0th order cascaded simple averages smoother.

monotonically with N, even though they have asymptotes similar to
the optimum curves. This is due to the fact that the smoothers are not
optimum, and therefore the information about the noise is not neces-
sarily utilized in the best manner. Consequently, as N increases, change
in variance ratio may be due to changes in the utilization of the infor-
mation available as well as changes in the information available, and
the change cannot be readily predicted.

Note that the curves for all three orders of smoothers (Figs. 11, 12,
and 13) either have a minimum at some finite value of N or approach
a minimum as N 00 . These minima are more or less broad. In specify-
ing a smoother, it is advantageous to choose the lowest value of N for
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FIG. 12 - Normalized noise variance ratio: 1st order cascaded simple averages
smoother.

which /12 is reasonably close to the minimum. Note that the neighborhood
of the minimum variance ratio as a function of N is reached at lower
values of N as B decreases (intersample correlation a increases for
fixed Ts). This is reasonable physically, since the value of smoothing
a larger number of samples decreases as these samples become more
highly correlated.

VI. SYNTHESIS OF POLYNOMIAL SMOOTHERS

In general, the polynomial smoothers we have been discussing are
classified by the parameters p, r, 11, N, and T. t It would be convenient

t The optimum smoother is also classified by the parameter a.
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Fig. 13 - Normalized noise variance ratio: 2nd order cascaded simple averages
smoother.

to be able to synthesize the smoother in terms of sth order, sth degree,
zero prediction time components, where p 5 s r. Note that the com-
ponents are functions of s, N, and T only; hence their characteristics
could be specified fairly simply. Further, several smoothers with different
parameters p, r, and 1' but the same N and T could be synthesized with
common components by weighting these components differently. Finally,
the above breakdown permits any polynomial smoother of the class
considered in this paper to be constructed from cascaded simple averages
components. The derivation and procedures discussed in this section are
valid for discrete polynomial smoothers in general and are not restricted
to optimum smoothers or to particular input noise power density spec-
tra.

Consider the linear combination of sth order, sth degree, zero predic-
tion time components shown in Fig. 14. Let W,1 represent the value of
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Fig. 14 - Synthesis of pth order, rth degree smoother from sth order, sth degree
components.

the weighting function of the sth component at the sample with age
iT. Let 1118, be the qth moment of the weighting function of the sth
component. From Fig. 14 it will be seen that the "over-all" weighting
function Wi of the entire smoother is related to the component weighting
functions by

TV, = E KsT178, .

Now, using (47) and (20),

(47)

N-1 r N-1
M = Tq E = rfq E K3 E etv = E KR11Isq . (48)

i=0 s=p i=f) s=p

From (24) we obtain

( -1)"g! (s = q)
0 (s > q).

(49)

Substituting (49) in (48) we get
q-1

111q = E KsM8q + -1)V. (50)

If the linear combination of components is to be equivalent to the pth
order, rth degree smoother, then (24) must he satisfied. It follows that
we must have
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= p)

r8-1) (-1)8
(s - p)! s! u=p

It should be noted that a linear combination of optimum components
will not necessarily be optimum unless the outputs of the components
at a common time are uncorrelated.

The synthesis procedure proper consists of finding a smoother or set
of component smoothers which produces the desired output (2) with
the least total error E compatible with a simple implementation. In the
case of recursive smoothers, stability must be considered; the latter
topic is adequately covered in standard texts on control theory.' The
total error E is given by

2141

(p<s r).
(51)

E = [0-C2 + 7,11, (52)

where ET is the truncation error

ET = 17 -?(P) (nT r) - E(P) (nT r). (53)

Alternatively, using (21), we may write (53) as
N-1

ET = ii(P) (nT r) - E TV ii?[(n - i)7]. (54)

Synthesis involves the choice of type of filter (optimum, cascaded
simple averages, etc.) and the selection of r, N and 7'. For convenience,
the parameters will be selected in the alternate form r, N, and Ts .

The selection of r is based on the requirement that r > p and the
direction of change in e as r increases. Now ace increases and ET decreases
(in general) with increasing r. The rate of increase of oc2 with r is such
that smoothers with r > 2 are seldom used in practice.

The selection of N and T, will be a trial -and -error process based on
achieving a near minimum in E while keeping N as small as possible
(for simpler implementation). In the case of a set of components, each
component may have a different value of Ts provided the values of T
are the same. Figs. 7, 8, 11, 12, and 13 will be useful in calculating act.
When calculating the over-all output noise of a set of component smooth-
ers, it will be useful to know that the noise outputs of 0th, 1st, and 2nd
order cascaded simple averages smoothers are all mutually uncorre-
lated, though this is not true for all orders.'

The problems involved in estimating truncation error have been
discussed by Hammine in some detail. We will make the simplifying
assumption that the truncation error ET of an rth degree smoother may
be approximated by using (54) with R(t) considered as an (r 1)th
degree polynomial. Thus R(t) may be expressed
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r+1 kg) (nT) (t - nTY.R(t) = E (55)
q=0 q

Substituting (55) into (54), and using (22) and (26), we obtain

rr-p+1
ET = E'r+"(nT)[(r p + 1) !

(-1)r+1
(r

Mr+1
!

. (56)+ 1)
Blackman" has calculated the (r + 1)th moments of 0th, 1st, and

2nd order cascaded simple averages smoothers as IT. , , and 37'8,
respectively. Hence, the truncation errors for these smoothers may be
calculated from (56) as 1718R(r+i)(nT).

VII. GENERATION OF DISCRETE WIDE -SENSE MARKOV NOISE FOR SIMU-

LATION

It is frequently desired to simulate the performance of discrete smooth-
ing filters and perhaps larger discrete systems of which they may be a
part. Standard techniques are available for simulating discrete white
noise by generation of a sequence of uncorrelated pseudo -random num-
bers."'" It is relatively easy to generate discrete wide -sense Markov
noise from such a sequence, due to the simple correlation structure of
the wide -sense Markov process. The foregoing is another advantage in
using the wide -sense Markov model to represent correlated noise.

Let { Y} be the desired discrete wide -sense Markov noise and {X,}
be a sequence of uncorrelated random numbers of zero mean and unit
variance. Then Y may be generated as

171 = crXi , (57)

Y = + (7-0 - (n > 1), (58)

where cr2 is the variance and a the intersample correlation of the wide -
sense Markov noise.

Since lc is in effect a linear combination of the X_i , i = 0, ,

n - 1, it follows that if the Xn_i are jointly Gaussian, then the Y are
jointly Gaussian.

VIII. DISCRETE SMOOTHING FILTERS BASED ON A MODEL USING A LINEAR

COMBINATION OF WIDE -SENSE MARKOV PROCESSES

In some cases the simple wide -sense Markov noise model may not be
a sufficiently accurate representation of a physical noise process. A
better model may be obtained by approximating the known or assumed
noise process by a linear combination of wide -sense Markov noise proc-
esses. We may approximate the autocorrelation function by wide -sense
Markov autocorrelation functions, or, equivalently, we may approxi-
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mate the normalized power density spectrum by wide -sense Markov
normalized power density spectra. For the purpose of making the pre-
ceding approximations, we can work with the process as though it were
continuous, later introducing the sampling operation. In a parallel to
the use of Fourier series to analyze the behavior of a complicated wave-
form in a linear system, the wide -sense Markov autocorrelation func-
tions may be used to analyze the behavior of a complicated correlated
random noise process in a linear discrete system, by applying the prin-
ciple of superposition. It is possible to synthesize discrete smoothers
using this more complex model.

Further, discrete random noise of arbitrary power density spectrum
may be generated in an approximate manner for simulation purposes by
a suitable linear combination of wide -sense Markov noise components. In
the preceding applications, the use of the wide -sense Markov noise com-
ponents is simpler and more efficient than use of the actual noise process.

There are two types of approximations that can be made. One is a
cut -and -try type of approximation in which one tries various linear
combinations of wide -sense Markov noise components with the band-
widths of the components not necessarily being integral multiples of
some fundamental bandwidth. The other approach is to use a linear com-
bination of orthonormal functions of wide -sense Markov components. In
the latter approach, the bandwidths of the components are integral
multiples of a fundamental component. In either case, we may write

43(T) = A ,, exp ( -12,, I T 1) (59)

or

20S(co) = E A
c2v2

(60)

Note that the sum of the coefficients A must be equal to 1. In the ortho-
normal approximation,

S2 = /42 (61)

and the A will have a definite form. This is shown in the following sec-
tion.

8.1 Orthonormal Approximation

Laning and Battinm and Lee have developed orthonormal approxi-
mations for an arbitrary autocorrelation function and an arbitrary
normalized power density spectrum. These approximations are in terms
of components which will be recognized as wide -sense Markov auto-
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TABLE I - VALUES OF COEFFICIENTS Ckv

k Ckt Ck2 Ck3 Ck4 Ck5

1 1

2 2 -3
3 3 -12 10
4 4 - 30 60 - 35
5 5 -60 210 - 280 126

correlation functions and normalized power spectra, respectively. We
shall develop the approximation in somewhat different form.

The set of functions
k

ch(r) = Eckt, VrcS2 exp ( -vt21 I) (62)

can be made orthonormal on the interval - co < T < .0 by proper
choice of the coefficients ck . These coefficients are listed in Table I
for values of k up to 5.

These functions may be used to form an orthogonal expansion of any
piecewise continuous even function (and hence any piecewise continuous
autocorrelation function) on the interval - 00 < r < 00. We may write

4(,) = E aek(T), (63)
k=1

where

ak = <13(r).:1)k(r) dr. (64)

If we take z terms of the series expansion and denote the corresponding
partial sum ii(T), we may group terms to obtain

(13(r) (r) = A, exp ( T I), (65)

where

= E aok.
k=v

The coefficients A, for z are given by (note that if z < 5, then.
ak = 0 for k > z)

A1 = AA -1 [ai 21/2 a2 :31/:3 a3 4V4 a4 51/5 afi], (67)

A2 = -3.04 [1/2 a2 41/3 a3 10V4 a4 201/5 a5], (68)
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A3 = 101/S2 [-V3 a3 6-V4 a4 + 21 , (69)

A4 = -35\At [-V4 a4 8\/5 a5], (70)

A5 = 126-01 [-V5 as]. (71)

Now let Sk(w) he the Fourier transform of cIpk(r).
Then

2v2Sk(w) = E ckA/kg (72)E (vi -2)2 + 0 

It can be shown, using Parseval's theorem, that the set of functions
(1/1/21r)Sk(w)) is orthonormal on the interval -cc < CA) < c. Hence

we may expand any piecewise continuous even function (and thus any
piecewise continuous normalized power density spectrum) on this
interval. We may write

where

8(co) =
CO

Eaksk(w),
k=1

ak = --1 S(ce)Sk(co) dco.2r

(73)

(74)

From Parseval's theorem it will be seen that the ak in (74) are the same
as those in (64). If we take z terms of the series expansion and denote
the corresponding partial sum g(w), we may group terms as before
to obtain

2v12
S(w) g(w) = E

(v
A, (75)

v=1 2)2 w2

where the A, are given by (67) through (71). Note that (65) and (75)
form a Fourier transform pair. Thus, if we have approximated a noise
process in terms of normalized power density spectra or autocorrelation
functions, the alternative approximation can be immediately obtained.
The quantity va represents the half -power point for each wide -sense
Markov component.

Simple rules for the selection of SZ for a particular expansion cannot be
established; it is a matter of judgment and perhaps trial and error. The
fact that it is the half -power point of the fundamental component of the
approximation may be of some help. Also, note that as r -k co
A1 exp ( r ). We might choose SZ that cl)(7) and cp(r) approach
zero at the same rate. However, matching autocorrelation functions by
means of their tails is not necessarily a desirable approach.
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8.2 System Analysis and Synthesis

The noise variance ratio of a linear discrete system for which the
input noise autocorrelation function has been approximated by a linear
combination of wide -sense Markov autocorrelation functions may be
obtained by substituting (59) in (5). We have

Now let

Then

N-1 N-1 z

/12 = E E E WiTV ;Ay exp ( T I i -j I )
i=0 J=0 v=1

a2 = exp ( -S2,71).

z N-1
1.12 = E A, E

t>=1 i.__0 J=o

(76)

(77)

(78)

The expression in brackets represents the noise variance ratio of the
linear discrete system when the with wide -sense Markov component of
the noise is the input. Thus, it is clear that the principle of superposi-
tion can be used to find the total noise variance ratio. Figs. 7, 8, 11, 12,
and 13 may be applied to the wide -sense Markov components individu-
ally.

Use of the linear combination noise model will not be profitable in
determining the optimum smoother of a class. There is a matrix inver-
sion required [refer to (25)] which is more easily performed directly
with the actual autocorrelation matrix. One should keep in mind that
the noise variance ratio of a digital smoother is relatively insensitive to
departures of the weighting function from the optimum. Hence a
smoother optimized for the simple wide -sense Markov model may be
satisfactory.

The synthesis of a polynomial smoother based on the linear combina-
tion noise model follows the method of Section VI, except that calcula-
tion of e is somewhat more difficult, since crc2 must be calculated using
(78) and the relevant plots. It should be noted that the estimate of E7,
may not be sufficiently accurate to justify the use of the linear combina-
tion noise model. One should consider whether or not the simple wide -
sense Markov model might be satisfactory.

8.3 Noise Generation for Simulation

Discrete stationary random noise of arbitrary autocorrelation func-
tion (1)( T) and variance o2 may be approximately generated as a linear
combination of independent, wide -sense Markov components. Let
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2, represent the ith sample of the approximating linear combination

2, = E bt,Y,,i ,

v=i
(79)

where Yv; is the ith sample of the vth wide -sense Markov component.
This vth component is generated (refer to Section VII) as

Yzi = XVI y (80)

Yvi = - av2 Xvi , (1 > 1). (81)

Care must be taken that the normalized uncorrelated random numbers
X1,; are generated in z similar but mutually uncorrelated sequences
f PC24, . . . , {Xz4 to ensure that the sequences { 11724, . ,

Yv;) are mutually uncorrelated. Note that each lc; will have zero mean
and unit variance.

To evaluate the coefficients b approximate the autocorrelation
function of the arbitrary random noise process by a linear combination
of wide -sense Markov components. Thus, from (59) and (77) we obtain

(13( I -jI T) ci( T) = (82)

Now since the Z process is stationary

coy (22) b: coy (Yvi,

var (2i) - cr-

v=1

0-2

(83)

We have set var (2;) = o2 since the arbitrary process and its approxi-
mation must be matched in variance. Now, equating terms of (82) and
(83), we obtain

Thus,
bv = 0-V717v . (84)

Zi = crE 17,,j . (85)

IX. GLOSSARY OF SYMBOLS

A, = Coefficient in approximation of power density spectrum or
autocorrelation function by linear combination of wide -sense
Markov components
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B = S27', = noise -smoother bandwidth ratio for fundamental wide -
sense Markov component

C = output signal of smoother
0.

E = expected value operator = f dF
--.

f = dF = probability density function
M = matrix of moments of weighting coefficients

N-1

Mg = E innVi = qth moment of weighting function
i-0

n = present sample
N = number of samples operated on by nonrecursive discrete

smoother
p = order of smoother
P = autocorrelation matrix
r = degree of smoother
R = total input signal to smoother
R,_; = total input signal evaluated at t = (m - i)T
R = desired component of input signal to smoother
fi(") = pth derivative of desired component of input signal
fe = polynomial approximation to desired component of input signal
R = noise component of input signal
8(w) = power density spectrum (normalized sense,

Ti f: AS(w) dw = 1 ; Fourier transform of 013(r).)

t,r = time variables (seconds)
T = sampling interval (seconds)
T 8 = smoothing interval (seconds)
Wi = weighting function of digital filter evaluated at t = iT
X(t) = white noise process
Y(t) = wide -sense Markov noise process
Z(t) = general noise process
Z(t) = approximation to general noise process
a = exp(--S277) = intersample correlation for fundamental wide -

sense Markov component
a0 = exp(-0,T) = intersample correlation for with wide -sense

Markov component
11 = prediction time
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= total output error of smoother
ET = truncation error

= cre/crR = output -input standard deviation ratio
2 = noise variance

2

c = output noise variance
2

R = input noise variance
4( = autocorrelation function

= angular frequency variable (radians/sec)
SZ = bandwidth of fundamental wide -sense Markov power density

spectrum (radians/sec)
= bandwidth of with wide -sense Markov power density spectrum

component (radians/sec)
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APPENDIX

Asymptotic Behavior of Smoothers

We will consider the behavior of /22 as N -f co with S2 and T s fixed.
We shall first find the limits of two expressions which will be needed in
finding the limits of the larger noise variance ratio expressions:

Hifi aaN+b = liM ex P [---S2T (aN 1))1 = exp -S2Ts(aN b)-1

N-030 N -*00 N - 1
[B(aN ± 1)) 1

= lim exp = exp (- aB),
N-.00 N - 1

lim N(1 - a) = lim1 - exl) [-B / (N - 1)]
N-.00 N-.. 1/N

= ihn N213 exp [-B/(N - 1)]
N-.50 (N- 1)2

(86)

(87)
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A.1 Optimum Smoother -0th Order, 0th Degree

We have, using (33)

= lirn
1 + a -lim 1 + a 2

N ->co N - (N - 2)a N(1 - a) + 2a B 2

A.2 Optimum. Smoother -1st Order, 1st Degree

We have, using (35) and (36):

lim = 11I11
12(1 + a)[N(1 - a) - 1 +

N -.co Nye [N (1 - a) + 2.2] [N (1 - a) + 1 + 3a] + 4a

24B 24B
(B + 2) (B + 4) +4 B2 + GB ± 12

A.3 Zeroth Order Cascaded Simple Averages Smoother

Using (44) we have

1 + a 2a(aN - 1)1
bin ,u2 = lim
N -.op N(1 - a) [N(1 - a)

2= [exp (-B) - 1] = -2 [exp (-B) B - 11.
T3 If' 2

A.4 First Order Cascaded Simple Averages Smoother

We have, using (45),

N - 1lim Ern 2(4.5)2 ( )2
N-.00

1 +a a (aN

3N(1 - a) [N(1 - a)12
+ 2aN/3

-exp (-B) + 2 exp (-2B/3)

+ exp (-B/3) + B - 2} .

A.5 Second Order Cascaded Simple Averages Smoother

Using (46) we have

(88)

(89)

(90)

(91)
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ulna T34µ2 = lina 2(36)2 N - 1\4 f 1 +
N -boo N j 3N (1 - a)

aN 2a5N/6 - a
[N (1 - a)]2

2N/3 + 2a N" 3aN"

(92)
2592 f

= iexp (-B) - 2 exp -5B/6) - exp (-2B/3)

+ 2 exp (-B/2) + 3 exp -B/3) .2g B - 3} .
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Command Guidance of Telstar
Launch Vehicle

By M. J. EVANS, G. H. MYERS and J. W. TIMKO
(Manuscript received March 22, 1963)

The Telstar I satellite was launched into orbit by a three -stage Delta launch
vehicle guided by the Bell Telephone Laboratories command guidance
system. The Delta program is a National Aeronautics and Space Adminis-
tration sponsored series of missile flights designed to place various scientific
payloads into orbit around the earth. This paper discusses the theory of the
guidance equations employed by the command guidance system in the Delta
program.

I. INTRODUCTION

The Telstar I satellite was launched into orbit by a three -stage Delta
vehicle on July 10, 1962, at the Atlantic Missile Range. The Bell Tele-
phone Laboratories command guidance system, developed for the Air
Force, was employed to guide the Delta vehicle. The guidance system is
shown in Fig. 1. The missile -borne equipment, housed in the second stage
of the Delta vehicle, serves as a radar beacon to provide return pulses
to the tracking radar and as the receiving portion of the command data
link between the ground and the missile. The tracking radar functions
as the transmitting portion of the data link and also serves as a sensor
to determine the slant range, azimuth angle, and elevation angle of the
missile during its flight. The precision tracking radar and the missile -
borne guidance package were manufactured by the Western Electric
Co. The guidance computer was designed and manufactured by the
Univac Division of the Sperry Rand Corporation.

The three -stage Delta missile, designed by the Douglas Aircraft Com-
pany, consists of two liquid propellant stages and a solid propellant
third stage. The powered flight portion of the Telstar satellite trajectory
is shown in Fig. 2. The guidance system transmits corrective pitch and
yaw steering commands during first- and second -stage powered flight.
Second -stage engine cutoff is ordered by the guidance system when the

2153
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Fig. 2 - Telstar I trajectory.
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position and velocity of the missile are such that the addition of the third
stage velocity impulse at the end of the ballistic coast phase would yield
the desired orbit. The unguided third stage is spin -stabilized to maintain
attitude control. For the Telstar satellite trajectory, the third -stage
velocity impulse was added at the perigee of the final orbit after a bal-
listic coast phase of approximately 600 seconds between second -stage
cutoff and third -stage ignition. The Telstar satellite was separated from
the third stage 120 seconds after third -stage burnout.

The guidance system steering and cutoff commands during the first
and second stage ascent are calculated in the guidance computer, using
the radar tracking data of the missile's position as the basic input infor-
mation. The computer is programmed with a set of guidance equations
that process the radar data and compute the desired commands to the
missile.

This paper contains a description of the theory and design of the
guidance equations used in the Telstar satellite flight. Guidance concepts
are presented from the point of view of orbital mechanics and control,
followed by a description of first- and second -stage guidance. The last
section summarizes the results achieved in the Telstar satellite flight.

H. GUIDANCE CONCEPTS

The Keplerian motion of an earth satellite is completely defined by
the specification of the vector position and velocity at an epoch. The
satellite coordinates at insertion into orbit can be expressed in terms of
the spherical coordinate system of Fig. 3 as follows: V3 -y3 , and /33 are
are the magnitude, the elevation angle above the local horizontal, and
the azimuth from North, respectively, of the velocity vector; R3 3 ,
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Fig. 3 - Insertion coordinates.
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/

and 403 are the radial distance from the earth's center, the longitude,
and geocentric latitude, respectively. The elements of the ellipse, i.e.,
apogee and perigee distances, are determined by V3 , R3 and 73 . The
orientation of the ellipse relative to the earth in terms of inclination,
argument of perigee, and longitude of the ascending node depends, in
general, on all the insertion coordinates. It would be necessary to control
all six coordinates of the satellite as well as the time of insertion to
achieve a specified orbit in inertial space. For earth satellites the re-
quirements on the insertion time are usually not stringent and are largely
determined by launch time variations. The problem of guidance thus
consists of achieving a specified set of six insertion coordinates.
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In the case of the Telstar satellite trajectory, the unguided third
stage ignites at a predetermined time on the transfer ellipse following
the completion of guidance at second -stage cutoff. Since the charac-
teristics of the third stage are known, fixed relations exist between the
insertion coordinates and the coordinates of the missile at second -stage
cutoff. The transfer ellipse is defined by the position and velocity vectors,
R2 and V2 respectively, of the missile at second -stage cutoff. The direc-
tion of the velocity impulse added by the third stage is determined by
the attitude of the missile's roll axis (axis of thrust application) at
second stage cutoff. If we define 02 as a unit vector lying along the roll
axis of the missile, the eight independent coordinates of the missile at
second -stage cutoff uniquely determine the six insertion coordinates.
That is,

V2, R2 921 Tra , 03 R3 , X3 , (193) (1)

Also the six insertion coordinates specify any six of the cutoff coordi-
nates in terms of the remaining two.

During the first and second stages, guidance of the missile is limited to
steering in the pitch and yaw planes and cutting off the second -stage
rocket engine. The missile is constrained to fly a predetermined tra-
jectory by pitch and yaw steering during first and second stage. This
trajectory, if followed exactly, would yield the coordinates at second -
stage cutoff that would produce the desired orbit. However, propulsion
system variations, deviations in the attitude control system, and radar
noise cause dispersions in the cutoff coordinates from the expected
values.

As discussed in Section IV, 1V21 and p2 can be controlled directly at
cutoff to provide direct control over three of the insertion coordinates.
Control of 1V21 by cutoff of the rocket engine provides the most sensitive
control of V3 . The two coordinates defining 02 are controlled by pitch
and yaw steering. Steering could be based on deviations of position,
velocity, or attitude coordinates from the desired reference trajectory.
The selection of the coordinates to be controlled by steering is deter-
mined by the steering system design, which is based on minimizing the
errors in the insertion coordinates. As demonstrated in Section 4.2.
control of the pitch and yaw attitude angle, i.e., control of Q2 , affords
the best control over insertion coordinates.

For the Telstar satellite trajectory, V21 and 02 were used to constrain
V3 73 , and (33 at insertion to provide the desired apogee altitude and
inclination. The other orbital elements were effectively controlled by
steering the missile to the desired reference trajectory during the first-
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and second -stage powered flight. The equations relating 1V21 and 02
to the desired orbital conditions, and the equations for pitch and yaw
steering derived from the reference trajectory, were programmed into
the guidance computer. The targeting task for the Telstar satellite
mission was to determine the numerical coefficients for the equations
used in first- and second -stage guidance.

III. FIRST -STAGE GUIDANCE

The missile's position as tracked by the radar in slant range, azimuth,
and elevation angle is converted to the earth -fixed Cartesian frame
shown in Fig. 4. The angle A o is selected such that the Y -Z plane is
approximately parallel to the pitch plane of the missile and the X axis
lies in the yaw plane. The angle E0 is determined by passing the Y axis
through the expected position of the missile at second -stage cutoff.

From approximately 90 seconds after lift-off, pitch and yaw steering
orders are transmitted to the missile. Yaw steering is based upon devia-
tions in the X velocity from a reference polynomial in Y. The poly-
nomial is selected to match the desired X component of velocity, which
is a function of the launch azimuth, the pitch and yaw programmed

TRUE
EAST

x

TANGENT
PLANE

Fig. 4 - Computational coordinate system (X axis is in the horizontal plane;
Y axis is at azimuth angle A o from true north and at elevation angle E0 above
horizontal plane; Z axis is perpendicular to X and Y axes, completing the right-
hand Cartesian coordinate system).
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rates in the missile, and the performance of the propulsion system. In a
similar manner, pitch steering commands are based on deviations of Z
from the reference velocity. The steering orders sent to the missile are
related to the error signals in a way that balances loop response to
missile autopilot errors, propulsion system dispersions, and radar
tracking noise. The steering commands are transmitted to the missile
via the radar data link at the pulse repetition rate of the radar.

IV. SECOND -STAGE GUIDANCE

4.1 Second -Stage Cutoff

In this section the methods used for determining the required coor-
dinates at cutoff will be derived. Since the Telstar satellite was inserted
into orbit at perigee, control of apogee distance (r.) and inclination (i)
required that the following relations be satisfied.

V3 - /I/ 2K/R3
I 1 + R3/r a

`Y3 = 0

03 = sin-' (cos i/COS cp3).

As discussed in Section II, we can write

crK = fK. (V2, R2 , e2), K= 1 to 6

(2a)

(2b)

(2c)

(3)

where aK represents any one of the six insertion coordinates. The six
vector functions of (3) depend only on the transfer ellipse and the
characteristics of the third stage. If V2 , R2 , and 02 are expressed in
terms of the coordinate system of Fig. 4, (3) can be expanded in a
Taylor series about the expected cutoff coordinates. Linearity studies
on the variations in the cutoff coordinates indicate that only the first -
order terms in the expansion are significant. Equation (3) simplifies to
the form

s a
aK - aK° = E (C (4)i=i aCi

where Ci for i = 1 to 8 represents the 8 cutoff coordinates. The partial
derivatives in (4) are obtained by perturbing cutoff coordinates and
integrating numerically in a digital computer through third -stage burn-
out to determine the incremental changes in the insertion coordinates.
Equation (2) can also be approximated by the first -order terms of a
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Taylor expansion and combined with (4), giving three linear equations
which can be concisely expressed by the single vector equation below.

A,(V2 - V20) A2(R - R20) ± A3(02 - 02o) = 0. (5)

Al , A2 and A3 are 3 X 3 matrices whose (constant) elements are
defined by the partial derivatives used in (4) and the expansion of (2).
Equation (5) can be solved for any three of the cutoff coordinates as a
function of the remaining five. The three coordinates selected are
I V2 I , the magnitude of the velocity vector at second -stage cutoff, and
the unit vector 02 as defined by the pitch and yaw Euler angles, 02 and

The missile is cut off when the measured I V2 I satisfies (5). The
attitude constraints on 02 are met by comparing the values of 02 and #2
required for the solution of (5) with measured values and command-
ing the missile to turn by the differences.

4.2 Steering System Design

It was shown in the previous section that if orbital elements are to be
controlled, the relationships of (5) must be satisfied at second -stage
cutoff. Design of the steering system is based not on minimizing the
dispersions of the individual variables, R2 V2 and 02 at the end of
second stage, but rather on minimizing the orbital errors which are
caused by errors in these variables.

The pitch and yaw steering system design consists of finding a steering
transfer function which minimizes insertion errors due to radar tracking
noise and missile dispersions. Missile dispersions include propulsion
system variations and errors in the attitude control system of the
missile.

4.2.1 Steering System

A block diagram of the pitch steering system is shown in Fig. 5. A
similar diagram could be drawn for yaw steering.

The computer, operating on the radar data, obtains its measure of
the vehicle position in the Z direction, Z, . After steering has started,
the measured trajectory variables are compared with a reference tra-
jectory and corrective pitch turning rates, 60 , are sent to the missile.
The pitch rate programmed in the missile, 0, , and the ordered turning
rates are the inputs to the autopilot's reference integrating gyro. The
function of the autopilot is to align the direction of the acceleration
vector, 0, with the desired attitude, as indicated by the gyro output, Or .

If the missile's roll axis is aligned with the Y axis of Fig. 4, a small
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programmed turning rate; Eip is the error in the programmed rate; E6 is the error
in the thrust vector direction; Ez is the radar error in measuring the position Z;
Z, is the computer's measurement of Z; and Cog is the guidance ordered turning rate).

change in pitch attitude, 0, multiplied by the thrust acceleration, a, is
the change in Z -direction acceleration, Z. Two integrations, represented
by their Laplace notation in Fig. 5, then give the vehicle position, Z.

Some of the missile error sources are gyro input errors, propulsion
system errors, and misalignments between the direction of the vehicle
acceleration, 0, and the reference attitude, The gyro input errors are
caused by errors in the programmed rate and by electrical or mechanical
unbalances. Because the reference trajectory is determined by the pro-
grammed turning rates and the expected performance of the propulsion
system, propulsion system variations can be replaced in the block dia-
gram by equivalent programmed rate errors. All of the attitude errors,
including the integrated rate errors, are caused by slowly varying dis-
turbances.

The radar noise error in Z, Ez , is the product of the elevation angle
error and the distance from the radar to the missile. The radar noise
power spectrum has most of its energy at frequencies higher than those
encountered in the missile attitude disturbances-a fact important in
the steering loop optimization.
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4.2.2 Steering Loop Optimization

In Fig. 6, the programmed pitch rate and the reference trajectory it
describes have been removed from the steering loop. All of the missile
dispersions are combined in a single attitude error source, E6 . With the
reference trajectory removed, 0, Z, Z, and Z represent dispersions about
the reference values. The quantity to be minimized by steering may be a
linear combination of some of the above variables, as will now be shown.

Fig. 7 shows the effect of 0 and Z on the total insertion velocity vector
of the Delta missile with its unguided third stage (assuming 0 is small)
to be

E = 2 + V1110. (6)

The 0 subscript in Fig. 7 indicates reference values, and VIII is the mag-
nitude of the velocity increment of the third stage. In complex frequency
notation

E(s) = (1 + 0(8) = 0(s) Y18
S CO2

(7)

where oh = a/VnI , and in general Yam is the transfer function from b to
a. The total error in terms of the attitude and noise errors can be ex-
pressed as

E(s) = YE/gz Ez (Yo aYdRz)Ee
82

(8)
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The total variance of the error, cr:, is the integral over all frequencies
of the power spectrum of the error signal. The optimization problem is
to determine the transfer function, Y.,/ z , (which in turn determines the
steering equation, YL , Fig. 6) that minimizes a:. The fact that the
spectral density of the attitude errors is concentrated at very low fre-
quencies while the radar error power contains higher frequency com-
ponents suggests that the error may be minimized by a frequency -
selective steering equation.

The attitude errors can be approximated by a Markov power spec-
trum, having a low cutoff frequency,

2crEe 2 WO
P Be(W) ( 9 )0)02 I

where we is very small. Using techniques described by Bode and Shannon'
for minimizing the mean squared error, the optimum steering equation
is:

=

where

- s (211+
2

1)s]
T , 9T'` T' 22 T2 + - -f- ) 8 --r- - 8

W2 (09 W2

2 1/G

T - OEZa2 (7E02
WS

(10)

For the Delta second stage, 1/W2 equals V111/a. If typical numbers
for VIII, a, and T are inserted, then 1/w2>> T, which leads to the approxi-
mation:

2-s

YL" 2T (1 + Ts + 2 s2).
2

The two differentiations of the position data indicated in (12), together
with the division by a, Fig. 6, convert the position data to attitude data
which is in turn smoothed to give the ordered turning rates.

In the guidance equations the pitch and yaw attitude of the missile
is determined by operating on the position data of the missile. The
total acceleration of the missile is computed by taking second differences
of the position data expressed in the coordinate system of Fig. 4.
Gravity, Coriolis and centripetal accelerations are subtracted from the
total acceleration to obtain the thrust component of acceleration. Since
the thrust acceleration vector is aligned with the missile's roll axis and

(12)
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the missile is roll stabilized, the pitch and yaw attitude angles can be
computed. These are compared with the desired values to obtain pitch
and yaw attitude errors. The desired attitude angles are computed
fr om polynomials in time designed to match the programmed rates
built into the missile's attitude control system.

In this paper, all transfer functions have been given in continuous
form (as functions of s), although the transfer functions are actually
converted to digital form (functions of z = en') before being programmed
into the digital computer. This conversion does not significantly change
any of the relations given here, because the frequency ranges important
in the above equations are much less than half of the sampling frequency.

4.2.3 Accuracy Improvement by Final Value Control

Equation (12) is the optimum steering equation for minimizing the
mean squared error. However, the injection errors are functions of the
error at one instant of time, second -stage cutoff. Examination of the
system's response suggests means of improving the steering design.

The slowly varying attitude disturbances represented by a Markov
distribution may also be represented by initial attitude and velocity
errors and a constant gyro drift. The system's response to these errors,
derived from (12), is shown in Fig. 8 as a function of time normalized
with respect to the steering parameter T.

Since the Delta design is not restricted to a continuous control system,
velocity errors at second -stage cutoff in excess of those obtained with
the optimum continuous design can be allowed. These velocity dis-
persions can he measured and used to aim the third stage in accordance
with (5). The velocity errors shown in Fig. 8 are either constant or
linearly increasing with time and can be measured by filtering the posi-
tion data. The steady-state attitude error response to gyro drift is a
constant. If gyro drift is a major attitude error source, continuous closed
loop control of attitude may also be relaxed, and the constant attitude
error can be measured with a polynomial filter.' The errors can be
corrected just prior to cutoff by turning the missile. The reason for
relaxing the attitude and velocity dynamic control [making T greater
than the "optimum" value in (11)] is that doing so decreases the atti-
tude error caused by the effect of radar noise on the steering system.

The outputs of the attitude and velocity filters used to measure the
dynamic residuals also have errors caused by the tracking noise. These
decrease as the filter length, TF , is increased. Since the attitude error
signals involve second derivatives of tracking data, the attitude filters
require long smoothing times. However, if the filters are started too
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(a)

t/T

(b)

Z/

t/T

(c)

t/T ->
Fig. 8 - Dynamic steering response: (a) response to initial attitude error; (b)

response to initial velocity error; and (c) response to gyro drift.

early in the second stage, they are subject to increased dynamic error
because the steering system has not yet settled to the steady state
(Fig. 8). Thus, optimum filter design is dependent on the steering
parameter T.

For the Delta missile, the critical design criterion was that of attitude
control. That is, for a system with optimum attitude control, the opti-
mum velocity filter has negligible error, and the measured dispersions
can he used as a basis for an attitude correction (aiming the third stage).

For given dynamic error sources and filter length, the total attitude
error, after correction of the measured error, is the combination of the
filter's dynamic error and the noise error of the filter plus the steering
noise error, Fig. 9. The steering system's noise error is a function of T
and decreases as T increases. The filter's noise error is independent of
T but decreases as the filter length, TF , increases. The filter's dynamic
error is a function of both TF and the transient response of the steering
system as determined by T. Because the steering and filter noise errors
are highly correlated, they are added together directly and root sum
squared with the filter's dynamic error. T and TF are chosen from Fig. 9
to minimize the total attitude error.
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Fig. 9 - Final attitude errors as functions of T and T1 .

In summary, the Delta second -stage guidance equations give closed -
loop control of missile attitude. Relatively large dynamic errors in
velocity and attitude are permitted in order to decrease noise errors,
because the dynamic errors can be measured and corrected. An attitude
order to correct the measured attitude error and compensate for velocity
and position dispersions in accordance with (5) is sent to the missile
shortly before second -stage cutoff.

V. TELSTAR I SATELLITE FLIGHT RESULTS

The steering history of the first and second stage of the Telstar I
satellite flight is given in Figs. 10 and 11. The maximum steering orders
during first -stage guidance were 3.8 degrees in pitch and 1.6 degrees in
yaw. Steering in second -stage guidance reached a peak of 0.25 degree in
pitch and 1 degree in yaw. Corrective commands of 0.35 and 0.13 degree
were issued in pitch and yaw, respectively, just prior to second -stage
cutoff. The second -stage engine was cut off at 269.6 seconds from liftoff,
as compared to a preflight value based on average propulsion perform-
ance of 273.3 seconds. The orbital results as determined by NASA are
given in Table I with the preflight reference values.
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TABLE I - ORBITAL RESULTS

Preflight Reference NASA Minitrack

Altitude
Apogee (nm) 3000 3044
Perigee (nm) 500 515

Eccentricity 0.2407 0.242
Period (minutes) 156.47 157.82
Inclination (degrees) 45 44.79
Argument of perigee (degrees) 166.6 165
Right ascension of ascending

node (degrees)
203.6 204
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Spin Decay, Spin -Precession Damping,
and Spin -Axis Drift of the Telstar

Satellite
By E. Y. YU

(Manuscript received March 6, 1963)

Dynamical problems of the spin -stabilized Telstar satellite, character-
ized by spin decay, spin -precession damping, and spin -axis drift, are ana-
lyzed in this paper. Both the eddy -current torques and the magnetic torques,
which cause the above three phenomena, are evaluated. By extrapolation from
the observed data, the characteristic time of the nearly exponential spin decay
of the satellite is estimated to be about 330 days. A linear analysis of the
precession damper is made, and the results are compared with experiments,
showing that the satellite precession angle will diminish by a factor of e in a
maximum time of 30 minutes. A qualitative description is given to illustrate
the fundamental mechanism. of spin -axis drift. Results of these analyses can
be applied to any spin -stabilized satellite.

I. INTRODUCTION

For spin stabilization of a communications satellite, it is required that
the satellite be statically and dynamically balanced so as to make the
principal axis of maximum moment of inertia coincide with the axis of
symmetry of the antenna pattern, about which the satellite is given an
initial spin. This principal axis, referred to henceforth as the spin axis, is
in line with the invariant angular momentum vector and is thus fixed in
direction, as desired, in an inertial space, provided there are no external
torques acting on the spinning satellite. However, as the satellite is spin-
ning and traveling in the geomagnetic field, eddy -current and magnetic
torques continuously act on the satellite so that the angular momentum
changes its magnitude and direction, as characterized by spin decay and
spin precession. As a consequence of spin decay, the satellite becomes less
stable for the same external disturbing torques, and a tumbling motion
may eventually result. The precession of the spin axis about the instan-
taneous angular momentum vector will cause wobbling of the antenna

2169
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pattern, indicating that the precession should necessarily be dissipated
by means of a damping mechanism. Because of the continuous action of
the torques, the angular momentum continuously changes its direction
in the inertial space; meanwhile, the spin axis precesses about it and, due
to the precession damping, tends to align with it. Thus, there results a
gradual drift in direction of the spin axis (sometimes called long-term pre-
cession), as already observed on the Telstar satellite.

The above dynamics problems of the satellite - namely, spin decay,
spin -precession damping, and spin -axis drift - are studied in this paper.
In the discussion of spin decay, we will indicate the nature of the retard-
ing torques resulting from eddy currents and magnetic hysteresis losses,
analyze the observed spin decay phenomenon, and compute the 1/e char-
acteristic time of the exponential decay. For the spin precession, a linear
analysis of the precession damping mechanism will be given, and an ex-
perimental comparison of the damping time will be outlined. Only a short
descriptive analysis is given to the problem of spin -axis drift, since an
exact evaluation of the rate and pattern of drift deserves a separate com-
puter study.

It is shown in the following that whenever a spinning rigid body under-
goes energy losses (e.g., from internal friction) the axis of maximum
moment of inertia or the spin axis, i, and the angular velocity, w, will
tend to align with the angular momentum, J = 4)  6), where

= /z(e.E ./ PP

(,p, and z are the unit vectors along the principal axes) is the moment
of inertia dyadic. If Iz of the spin axis is the minimum, the spinning mo-
tion is still stable; however, any energy dissipation will not reduce pre-
cession but make the spin axis deviate away from J. A simple proof of
the above is given in the following. The kinetic energy, E, of a spinning
satellite with precession is written as

2E = ca  4) (0. (1)

By substituting J = 41 63 and ca = J  4)-1 into the above, E can be ex-
pressed in terms of the angular momentum,

J = J( cos E + cos nP + cos 0),

where cos cos n, and cos 0 are the direction cosines of J in the body co-
ordinates

2E = r2 ( 1
y

cost + 1 cost n
Is
1 cos2 B (2)
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or, as cos2 0 = (1 - cos2 - cos' n)

J2 1 +1 - 1)
cos`' (1 - 7-1 cos2 /I] . (3)

Iz
T

Ix z y

If there exists energy dissipation at a rate assumed to be so slow as to
produce no torque on the satellite, the torque -free rigid body motion of
the satellite will tend toward the state of minimum energy. It is observed
from (2) and (3) that the minimum kinetic energy state occurs at
0 = 0° (or t n 90°) for Iz > L,4, or at 0 = 90° (either 0

or n = 0) for ./z < Ix , 4 . This proves that in order to reduce the pre-
cession angle, 0, by means of energy dissipation, Iz of the spin axis should
be the maximum.

II. SPIN DECAY

Spin decay results from energy losses in the form of both eddy currents
and magnetic hysteresis when the satellite is spinning in the geomagnetic
field. It is shown in the following that the hysteresis losses in the magnetic
materials are much smaller than the eddy -current losses in the conducting
materials at high spin rates simply because the geomagnetic field in the
Telstar satellite orbit is relatively weak, ranging from 0.04 to 0.4 oersted.*
Magnetic materials are contained in the nickel -cadmium cells of the
battery, the magnetic shielding on circuit components, etc. No measure-
ment of the magnetic hysteresis loops has been made on the components
actually used in the satellite. However, measurements on similar com-
ponents contemplated for use on a proposed satellite prior to the Telstar
satellite have been made, based on which it was estimated (for different
orbit parameters and a different spin -axis attitude from those of the
Telstar satellite) that the time -average hysteresis loss is W = 1.6 ergs
per cycle of rotation. It is believed that the above value can be used
for a conservative estimate of spin -decay rate for the Telstar satellite
because it contains less magnetic materials than had been anticipated.
According to this value of W, the spin decay of the satellite due to hys-
teresis losses alone is only about 1.5 rpm per year.

Eddy currents are generated essentially in the following parts: (a) the
aluminum shell of the electronics chassis, (b) the frames of square magne-
sium tubing and equatorial antennas, and (c) the magnesium chassis
frame assembly. An estimate of the eddy -current torque can be made if
the electronics chassis is approximated as a thin spherical shell and the

* These figures are based on a spherical harmonic representation of the geo-
magnetic field with Hensen and Cain coefficients for the Epoch, 1960.
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last two items in the above are approximated as circular loops of wire.
The eddy -current torque acting on a thin spherical shell spinning at an
angular velocity w can be shown to he

= AB X (B X (0) (4)

where B is the geomagnetic induction and pi = (27r/3 )a40- d, with a =
radius, d = thickness, and a = volume conductivity. The above expres-
sion is correct only when the square of the nondimensional quantity,
biacrwd = free -space permeability), is negligibly small compared to
unity, which is found to he true in the present case. The above torque
can be resolved into two components, i.e., the component parallel to w

Tii = -p1BJ.20, (5)*

which tends to retard co(B.,. = component of B normal to to) and the
component normal to co

T,. = p1B1,Blw (6)

which contributes to the precession of the satellite (B11 = component of
B parallel to w). In the case of a circular loop, it can he easily shown
that the time -average eddy -current torque, acting on a circular loop
spinning about a diameter, tends only to retard w; i.e.

T2 = -p2B2w (7)

where 7/2 = A2/2R' (A = loop area, = 170 -Au, = total resistance of
the loop of wire, Au, = cross-sectional area of the wire, l' = length of the
loop). The above expression is correct only when the square of the non -
dimensional quantity, col'/R' (L' = inductance), is negligibly small
compared to unity, which is found to be the case here. The other com-
ponent normal to w has a zero time -average value.

In general, the eddy -current retarding torque acting on a conducting
body spinning in a magnetic field is proportional to I 3 and w, or can be
written approximately as

T,. = -pB2w (8)

where p is a constant and is determined by the conducting material and
its geometry. Thus, for the Telstar satellite, if the electronics chassis is
approximated as a thin spherical shell (of 9.5 -inch radius and 0.1 -inch
thickness) and the frames are approximated as circular loops of wire,
then the retarding torque, T , acting on the satellite is the sum of T11 in

* This expression is the same as that given in Ref. 1, p. 417, problem 12, after
the square of the nondimensional quantity, ilAcw-cod, is neglected.
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(5) and T2 in (7) or p = pi p2 . It is calculated that pi = 684,
P2 = 256, or p = 940 meter4/ohm in mks units. This value of p is of
course too low, because many small conducting parts have not been con-
sidered in the calculation. From the expressions of pi and 2)2 , one notices
that pi is proportional to the fourth power of the radius of a spherical
shell and p2 to the square of the loop area. For this reason, the Telstar
satellite was insulated at the equatorial antennas in such a way that the
outer shell does not constitute a large continuous surface and that the
frames do not form large continuous loops.

The magnitude of p in (8) for the Telstar satellite can be measured by
rotating a magnetic field normal to the spin axis while the angular deflec-
tion of a torsion wire, which suspends the satellite along the spin axis,
is recorded to determine the drag torque. Such an experiment has been
devised by M. S. Glass and D. P. Brady. Measurements made on the
prototype give p = 1355 meter4/ohm ± 15 per cent. This measured
value is believed to be somewhat high, because the magnetic field applied
in the measurements was as high as 25 to 100 oersteds (at 23.4 rpm) in
order to give significant angular deflection readings of the suspension
wire; thus, the measured drag torque unavoidably includes losses due to
full hysteresis loops described in the magnetic materials. In the actual
case, the magnetic field along the orbit is only 0.04-0.4 oersted, and the
losses due to minor hysteresis loops are much smaller. Besides, since the
electromagnetic characteristics of the satellite may be different from one
model to another, the value of p measured on the prototype may not be
applied to the Telstar satellite with good accuracy. Nevertheless, it is
believed that the value of p in meter4/ohm is bounded below by 940 and
above by 1560. A later calculation by extrapolation from the observed
data on the satellite showed that p is approximately equal to 1110. A
further refinement of the evaluation of p might have been obtained from
the instantaneous spin -decay rate which can be determined from the
telemetry solar aspect data. However, as the obtained instantaneous
spin -decay rate was too low to give any significant reading, such an at-
tempt failed to yield any results.

Because of proper functioning of the precession damper, the Telstar
satellite is now spinning nearly about its principal z-axis of maximum
moment of inertia. In this case, B.,. in (8) can be approximated as the
component of B normal to the z-axis. Obviously, B., is a function of time
due to (a) the rotation of the slightly inclined geomagnetic field about
the earth's spin axis, (b) the anomalies of the geomagnetic field, (c)
the gradual drift in direction of the satellite spin axis, and (d) the varia-
tion of orbital parameters due to the oblateness of the earth, notably the
apsidal advance and the nodal regression (see Fig. 1). For the same rea-
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sons, the magnetic hysteresis loss per cycle of rotation, W, is also a func-
tion of time. The decay of spin rate due to both eddy -current and hys-
teresis losses can be determined from the following equation

z(;) = - pB (O 1w- W (t)

or, upon integration,

w = eXP (-fo (7)//z)B12(t) dt)

Po - ft JET(t) exp (f
t

(p/Iz)B271(t) dt)dt0 Z, O

where coo = co(t = 0). Let us now define day -average values B2 and

(9)

W as

1 t
B = f B (t) dt

and
t

f W(t) exp f (p/ 1,)B 2(0 dt (It

- 0 0

t t

eXp (p/I,)13,2(t) dt) dtfo

Then (10) can be written as

1 W(t) 1 W(t)
w = [w° IT -2( )J e plr2(t)-7r p t

where

(10)

(12)

(13)

T = IzIpB2(t). (14)

The time tin (13) is in units of days, and /3,2(t) and W(t) are functions
of t. Note that if the term W/277)/3,2, which is much smaller than coo
in the case of the Telstar satellite, is neglected in (13), the spin decay
is exponential with time with, however, a time -dependent T.

A plot of B 2(0 is given in Fig. 2 from the day of launch (July 10,
1962) up to December 31, 1962. The day -average /3,2(t) is obtained by
taking the arithmetic mean of the time -average values of B2 per pass
for approximately nine passes a day. The latter values are computed*

* Computations were provided by J. D. Gabbe.
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Fig. 2 - Spin rate and B12 vs time.

from a spherical harmonic representation of the geomagnetic field, taking
into account the continuous variations of the spin -axis direction and of
the orbital parameters. Because of these combined effects, the variation
of B is sinusoidal with time with, however, variable amplitude and
period. The major contribution to this variation is believed to be due
to the apsidal advance in the orbital plane. In order to see this, let us
plot in Fig. 3 the time -average values of /312 per pass versus the geo-
graphical longitude of the perigee in the beginning of the pass on the
days of July 15, 18 and 21, 1962. The latitudes of the perigee on those
three days were ±5° within the geographical equator. It is shown on
these curves that Bi.2 is relatively low when the perigee falls in the region
over South America where the geomagnetic field strength is depressed.
The center of this region falls at approximately 25°S latitude and 45°W
longitude. (See Ref. 2 for details.) Fig. 3 is a typical example, which
shows how the magnitude of B.L.2 depends critically on the position of
perigee, although the variation of B±2, which also depends on other
factors as previously stated, does not necessarily follow the same pat-
tern as in Fig. 3 when the perigee is in other positions. At any rate,
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the change of position of the perigee is a determining factor for the vari-
ation of the day -average B12 and of the observed* spin -rate curve, as
plotted in Fig. 2. The initial perigee of the Telstar satellite orbit (593
miles in altitude) was north of the geomagnetic equator on the day of
launch, as indicated in Fig. 1. The perigee advances in the direction
of the orbital motion at a rate of approximately 2° per day. When the
perigee was crossing the geomagnetic equator southward in the orbital
plane, 1312 first decreased and then increased, as indicated in the initial
part of the /312 curve in Fig. 2. In the ascending part of the curve up
to September 7, 1962, t = 60 days, more spin decay occurred than would
result from an exponential decay produced by a constant .B12 when the
perigee was over the equator. This is why the corresponding part of
the spin -rate plot is nearly a straight line instead of an exponential
decay curve. From / = 60 days to t = 100 days, while the perigee was
advancing northward toward the geomagnetic equator, B,2 was level-
ing off and then declining, resulting in an exponential decay as shown
in the part of the spin -rate plot deviating from the extension of the
straight line. From / = 100 days to t = 140 days, the perigee was en-
tering the northern hemisphere, again getting into a stronger geomag-
netic field indicated by the increasing /32. As a result, this part of the
spin -rate curve becomes nearly a straight line again, though of a dif-

* The spin rate of the Telstar satellite was measured by J. S. Courtney -Pratt
and his coworkers by means of the glint method (see Ref. 3 for details). It was
also determined by C. C. Cutler and W. C. Jakes by way of measuring the fre-
quency of the ripple in the amplitude of the radio signal received from the satel-
lite.
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ferent slope than the first one. Then the spin decay became exponen-
tial again when the perigee was moving southward toward the equator
from t = 140 to t = 190 days. All these indicate that the actual spin -
rate curve would wiggle about a mean exponential curve as shown in
Fig. 2. Note from Fig. 2 that B12 is lower when the perigee is in the
southern hemisphere. This is due to the zone of depressed geomagnetic
field strength previously mentioned. It is believed that, as the perigee
keeps advancing in the orbital direction, 13,2(t) will continue to vary
sinusoidally with time. Nevertheless, complete values of B12 cannot be
predicted for the entire useful life of the satellite because the spin axis
changes its direction continuously because of perturbation of the elec-
tromagnetic torques as well as occasional operation of the torque coil,*
and because variation of the orbital parameters cannot be predicted
accurately. Therefore, exact evaluation of the 1/e characteristic time of
the nearly exponential spin decay cannot be obtained. Nevertheless, it
may be approximately evaluated as follows.

First, let us determine the value of p of the Telstar satellite from the
observed spin -decay rate in the first 35 days, which is practically linear
with time, with coo = 18.67 rad/sec (178.33 rpm) at / = 0 and w = 16.9
rad/sec (161.2 rpm) at t = 35 days. Let us take B12 and W as constants
in (13) and, as t/T is small, we may expand exp ( - t/T ) up to the first -
order term in th

pB,2 Tv
w wo -

Iz
t.2r /z

Substituting into the above with co = 16.9, coo = 18.67 rad/sec, IZ =
5.61 kg -m2, W = 1.6 X 10-7 joules, and t = 35 days = 3.024 X 106
sec, We find that

pB12 = 1.748 X 10-7 weber2/ohm.

If we take B12 to be 1.572 X 10-10 weber2/meter4, then p = 1110 meter4/
ohm. Now, we note from Fig. 2 that B12 varies between 0.0154 and 0.0190
gauss2. If we take the average value of B.,2 for the entire useful life of the
Telstar satellite, denoted as /32, to be 0.0177 gauss2 ± 2 per cent, then
the average 1/e characteristic time of the exponential spin decay with-
out considering hysteresis losses is found to be

T = = 330 days 2 per cent (15)
p13,2

* The torque coil consists of 200 turns of 32 -gauge copper wire wound around the
equator of the satellite. When current is turned on at a desired time, the magnetic
moment of the coil will interact with the geomagnetic induction to produce torque
for correction of the spin -axis direction.
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for p = 1110 meter4/ohm. An exponential curve based on this mean 1/c
time is plotted in Fig. 2; in addition, the actual spin -rate curve is also
drawn (not to scale) in order to show that the latter curve is fluctuating
about the mean exponential curve at a period of about 180 days. If the
hysteresis losses are taken into account, the 1/e characteristic time is
expressed as

Th = T In [(coo ± IT/27rp/3.1.2)/(cooie W/21 -p70)] (16)

where W is the average value of W(1) for the entire useful life of the
satellite. Let W be 1.6 ergs per cycle of rotation for a conservative esti-
mate, then Th = 327 days ± 2 per cent.

Based on the above range of the exponential decay rate, the satellite
will spin at about 20 rpm at the end of two years from the day of launch.
If the equatorial antennas had not been insulated, a separate calculation
indicates that the spin rate after two years would be only about 3 rpm,
which seems too low to insure attitude stabilization.

III. SPIN PRECESSION AND PRECESSION DAMPING

Before analyzing precession damping, let us first consider precessional
motion of a spinning satellite produced by torques acting transversely
to the spin axis. Suppose that the satellite, assumed here to be a rigid
body, is initially spinning about its z-axis so that its initial angular
momentum is Jo = itG) = /zwi. When a transverse torque T is acting on
the satellite for a time interval At, Jo changes to J by an amount AJ,
which is equal to the impulse TAt, as shown in Fig. 4(a). The satellite
will then perform precession with the spin axis, z, and the angular
velocity, w, no longer aligned with J.

The torques causing precession consist of (a) gravitational torque,
(b) eddy -current torque, and (c) torque of interaction between the
residual magnetic dipole moment, M, and the geomagnetic field, H.
The components of the gravitational torque, 3(gRo2/133)A X (111) =
geocentric distance, g = gravitational acceleration at earth's surface,
and Ro = earth's radius) normal to the spin axis are proportional to
(I, - Ix) or (I, - I) and are found to have a maximum value of
0.65 X 10-6 ft -lb at perigee of the Telstar satellite orbit (based on the
measured values of 4 = 3.7140, 1 = 3.8252, and I, = 4.1412 slug-ft2).
The eddy -current torque given in (6) can reach a maximum value of
0.56 X 10-' ft -lb (for p1 = 684 meter4/ohm and I B11B1 I = 0.6 X 10-'°
weber2/meter4). The maximum magnitude of the magnetic torque,
M X H, is as high as 13.2 X 10-6 ft -lb (for H = 31.84 amp-turris/m or
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Fig. 4 - (a) Motion of Poinsot's inertia ellipsoid; (b) motion of oblate spher-
oidal rigid body; and (c) motion of ball in the precession damper.
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0.4 oersted and A/ = 0.562 X 10-6 weber -meter*). Thus, both the
gravitational and eddy -current torques are at least one order of magni-
tude smaller than the magnetic dipole moment torque.

For the analysis of precession damping, let us assume that J is tem-
porarily an invariant, since T is so small (about 10-5 ft -lb maximum, as
given above) that it takes a minimum time of about 1.5 days for J to
change its direction by one degree, whereas the 1/e characteristic pre-
cession damping time, Tp , is only of the order of 30 minutes, as will be
shown later. Thus, within the time interval comparable to Tp the pre-
cessional motion can be treated as torque -free. Such a motion can be
pictured by Poinsot's geometrical construction (see Ref. 4, p. 161) in
which the satellite's inertia ellipsoid rolls without slipping on the in-
variant plane, which is a plane normal to J and tangent to the ellipsoid
at a fixed distance from the origin of the ellipsoid [see Fig. 4(a)]. The
curve traced out by the point of contact on the ellipsoid, known as the
polhode, is the locus of the tip of co in the body, while the curve on the
invariant plane, known as the herpolhode, is the locus of the tip of co
in the inertial space. To simplify the analysis of the precession damping,
we further assume that the satellite is symmetric about its spin axis, or
the inertia ellipsoid is an oblate spheroid with a transverse moment of
inertia ./( =Ix = 4) < IZ . In this case, the precession motion can be
visualized, as shown in Fig. 4(b), as a body cone, zOw, rotating at an
angular velocity, CI, on an immovable space cone, Jai), which is rotating
at an angular velocity, col , along the fixed direction of J. The line of
tangency between these two cones is the instantaneous axis of rotation
of the body or the angular velocity, co, which is the sum of LZ and (oi .

The analytic solution of such a torque -free precession motion of an
oblate spheroidal body is obtained (see Ref. 4, p. 162) for the angular
velocity w = coh co,2 expressed in the body coordinates with
components

cox = co, sin Sit

wv = 0)1 cos Sgt

= (.7),( =constant)

where

SZ

(1- - rz)w,

* Measured by M. S. Glass and D. P. Brady.

(17)

(18)
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and, as is apparent from Fig. 4(b)

Iz
= (coz - 1) tan 0 = co, tan 0 = constant. (19)

Here, it is obvious that the precession angle, 0, between the spin axis,
and J is a constant, providing there exists no precession energy dissipa-
tion.

The precession energy is the difference between two energy states with
and without precession. We use the same assumption as in Section I:
that the precession energy dissipation produces negligibly small torque
to the rigid body motion. Thus, during the time interval when the
precession is substantially damped out, the angular momentum can be
treated as an invariant. The kinetic energy in the presence of precession
is

E lizuh2

where co: = (02 o1,2, and as shown in Section I the minimum energy
state occurs when the precession is completely damped out, i.e.

Em= 1/2(02/2rn

where ca,' can be found from the invariant angular momentum
J2 12,0 .L2 L2wz /2

or

( T 2
/2 2.1_ co: 2

iz

Therefore, the precession energy is

E = E - Emin = /5.,1 (1 - fz) /C4i2

or, by virtue of (19)

L
11.,

P = -
Note that when I = I, for a spherical satellite there is no precession
energy.

To dissipate the precession energy, the satellite is equipped with a
pair of curved aluminum tubes filled with neon gas at one atmosphere,

1) /zw22 tang 0. (20)
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each containing a tungsten ball of radius r and mass m [see Fig. 4(c)].
The ball is slightly smaller than the inside diameter of the tube, and the
curved tubes are installed concavely towards the spin axis with their
bisecting radii of curvature, R, perpendicular to the spin axis at the
center of mass of the satellite. When the satellite is rotating precisely
about its spin axis, the balls are stationary at the middle of the tubes.
However, when precession occurs - i.e., when ca is precessing along the
body cone or following the polhode in the inertia ellipsoid - the balls are
forced to move back and forth against the viscous friction of the gas as
well as the inviscid friction between the balls and the tubes. Hence, the
precession energy is dissipated into heat through the resistances to the
motion of the balls, resulting in the attenuation of the precession angle,
0, or in the realignment of the spin axis, i, and w with J.

To derive the equations of motion of the ball, we assume that the ball
rolls on the tube without sliding. The equation of the ball's rotational
motion about its center of mass can be immediately written in terms of
the angle, a, from the y-axis (the tubes are assumed to lie in the yz-
plane)

2_ mr2

r
fr -N (21)

5

where f is the force acting at the point of contact, and N the resistance
moment due to rolling friction. The position vector of the center of mass
of the ball, as shown in Fig. 4(c), is given in the body coordinates as

D = [R(1 - cos a) - b]lj R sin

The equation of the translational motion of the ball is then

d2D

dt2 = -f cRee

(22)

(23)

where q = sin «P + cos di is the tangential unit vector in the direction
of a and c the coefficient of viscous friction. In performing the differentia-
tion of D with respect to time, one should be aware of the fact that the
angular velocity, 6), as given in (17) in the body coordinates of a pre-
cessing body, is changing in direction in an inertial space and its time
derivative is c'd = 6) X a, where LI = S2i. Therefore, it should be noted,
for example, that (d/dt) y = 6.) X Y. and (d2/dt2)#. = (6) X X fj
6) X Oa X p). Upon differentiating D in (22) twice with respect to time,
substituting into (23), and using (21) to eliminate f, we obtain a
nonlinear second -order equation for a
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-
7R

w22 [R(1 - cos a) - b] sin a -5 coy (coz - Si) sine a

- co,2 sin a cos a + -5
7R

coy( coz SZ)[R (1 - cos a) - b] cos a (24)

5c a 5N= -
7m

a
a I 7 mrR

where the sign of N has been chosen in such a way as to make the resist-
ance moment always oppose the rotational motion of the ball, and co, =
co,. cos Sit = (coz - Si) tan 0 cos Qt. As the radius of curvature, R( = 15 ft),
of the tube used on the Telstar satellite is much larger than its length,
L(,:.-,1.4 ft), the maximum angle of a is very small, viz., am = L /2R =
0.0465 radian <<1, where am is the subtended half angle of the curved
tube. In order for the balls to move back and forth without bottoming
with the ends of the tubes, the precession angle, 0, should be of the same
order as a. Thus, for small a and 0, (24) can be linearized to the following

2na + P2a + a K = q cos Sit (25)

where 2n = 5c/7m, P2 = 5bc0,2 /7R, K = 5N /7 mrR, and q = (5b /7 R) 
8(coz2 - S22).Because of the presence of the rolling friction term, the
above equation can be solved only for each half cycle.

An experiment has been conducted by the author to determine the
resistance moment, N, that the tungsten ball encounters when rolling
on the aluminum tube. For convenience, N is expressed in terms of a
resistance force, F, acting at the center of the ball: i.e., N = Fr, and F is
determined experimentally to be F = 0.0002 lb. In another experiment
devised to measure the coefficient of viscous friction, c, for the 0.484 -
inch ball moving in the tube (nominal inside diameter = 0.495 in.) filled
with neon gas at one atmosphere, it is found that c = 0.00193 lb-sec/ft.
The ratio of the energy dissipation per cycle due to the viscous friction
(in the steady-state forced oscillation case) and that due to the rolling
friction can be shown to be EWE, = I ircRQam114F I. With anz = 0.0465
radian, R = 15 ft, I Si I = 1.50 rad/sec, corresponding to the case of the
Telstar satellite at 178.33 rpm, the above ratio is about 8. This indi-
cates that energy dissipation per cycle due to rolling friction is approxi-
mately one order of magnitude smaller than that due to viscous friction
at the indicated spin rate. If the rolling friction term is neglected, (25)
becomes

+ 2na P2a = q cos Sit (26)
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for which the steady-state forced oscillation solution is

a = ao cos (nt - /3) (27)

where

a. = 0 (1 - 02\ 02 )2 4712021-4

z2 L \ p21 p4

cos = (P2 - 112)[(P2 - 02)2 + 4n21l2]-1

sin = 212n[(P2 - 122)2 + 4n222]-1.

(28)

The energy dissipation due to viscous friction per period of oscillation of
the ball (or per period of precession) is

r2r
2 .2Er = f cR a dt = cR2a020 sine (Stt - )3) d(gt) = rcR2ao22. (29)

The time -average rate of energy dissipation per period of precession
appears to be

dEt, E,, 1 .

di 2T
= = - cRVac

1

kr!\
(:30)

Equating the negative of the above to the rate of change of the preces-
sional energy, E, , in (20) for the case of a small angle, tan 0 0, an
equation for the change of the precession angle 0 is obtained

(iz - . = -- cR2S22aci. (:31)

Substituting into the above with ao given by (28) and integrating, we
obtain an exponential decay of 0 with time

0 = 00etITP (32)

where 00 = 0(1 = 0) and Tp is the characteristic time given as

54,
'' 2 2S2 '2

T [(
) (33)

7nmR2(X - 1)X2(2 -)2 142 p4

with X = /V/ ( >1). If the tune -average rate of energy dissipation per
cycle due to rolling friction, 4FRao S21/27, is included in (31), the
solution for 0 becomes

0= (00 ± li)e-"TP - h (34)



2186 THE BELL SYSTEM TECHNICAL JOURNAL, SEPTEMBER 1963

where

1OFh - 1 - S22)2 + 4n22214

7tninRcoz(X - 1)X(2 - X) R p2(35)p4

The 1/e characteristic time in this case is

/1 + h \
Tp' = Tp In

\1 +

which involves the initial angle, 00 . Because of the rolling friction, the
precession will be damped out within a finite time, i.e., 0 = 0 at t =
Tp ln (1 + 00/h). A numerical computation, corresponding to the
Telstar satellite physical constants, shows that h is considerably smaller
than one degree. This indicates that if the precession angle, 0, is substan-
tially greater than one degree, the 1/e characteristic time given in (33)
for viscous friction alone should be used for convenience, since it is
independent of the initial condition.

From (26) it is seen that if the natural frequency, P, is made equal to
the frequency of the forcing term, 0, i.e., if

R -
7(X -5 1)2

b (37)

then the oscillating motion of the ball is in resonance with the precession
motion of the satellite. As a consequence, the 1/e characteristic time
becomes much shorter

(36)

28n/, ( X - 1)
(38)

TPr 5762x2c,,z2(2 - ),) 2

Unfortunately, such a tuned damper cannot be obtained for the Telstar
satellite, since the ratio of moments of inertia (///z = 0.897, 0.925 or
A = 1.114, 1.08) is close to unity, and as the tubes are placed outside
of the electronics package, b cannot be made too small. Therefore, in
view of (37), a tuned damper for the Telstar satellite would have to be
of an exceedingly large radius of curvature (R = 57-117 ft for b =
1.046 ft). In this case, the tubes become practically straight, and the
motion of the balls may not necessarily be at resonance with the pre-
cession of the satellite. The equation of motion of a ball in a straight tube
can be easily obtained by multiplying (26) through with R and then
letting R - 00 or P 0; in a similar way, the 1/e characteristic time
can be obtained. Nevertheless, such a straight or nearly straight tube
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damper will not be used for the essential reason that, in case of its
misalignment with the spin axis, no damping whatsoever will be obtained
when the precession angle is smaller than the misalignment angle. Another
type of damper can be obtained if the curved tube is placed concavely
away from the spin axis. The equation of motion of the ball in such a tube
can be easily shown to be the same as (26) except that the sign of the a
term is negative, hence forming an unstable system. The ball, which
rests at one end of the tube, will move toward the other end at a high
speed when a component of w is tangent to the former end of the tube
and is large enough to make the centrifugal force overcome the static
friction. The ball will move back and forth twice in each period of pre-
cession. Let the kinetic energy of the ball when it reaches the other end
of the tube equal the centrifugal force times the distance traveled by the
ball perpendicular to w. If we assume that the kinetic energy of the ball
is completely absorbed by bottoming at each end of the tube, it can be
shown that the decay of the precession angle is parabolic with time.
Such a damper can effectively reduce the precession even when the ratio
///, is close to unity, but it will not damp out a precession angle less than
about three degrees; thus, it was not adopted for use with the Telstar
satellite.

After comparing the advantages and disadvantages of the several
dampers discussed, the untuned concave damper shown in Figs. 4(b) and
(c) was filially chosen for the Telstar satellite, although its damping time
is somewhat larger than that of the others. This choice was made because
the theoretical 1/c characteristic damping time, given in (33), is calcu-
lated to he a maximum of about three minutes for a ratio of I/Ia up to
0.95, a spin -rate range of 20-180 rpm, and for the parameters given be-
low. Such a damping time is acceptable even if it is one order of magni-
tude larger, in view of the slow rate of change of the angular momentum
due to the small transverse torques previously calculated. The chosen
parameters are: R = 15 ft (a large value, although the tube still has
noticeable curvature), m = 0.0021 slug (for two tungsten balls of 0.484

in. diameter; tungsten is chosen for its high density), and n = 0.65 sec-'
or c = 0.00193 lb-sec/ft ( corresponding to neon gas, which is chosen for
its high viscosity ). [Note : For a tuned damper with 1/e damping time
as given in (38), a gas with low viscosity should preferably be used.]

It is necessary that the theoretical 1/e characteristic time Tp of the
untuned concave damper should be compared with experimental results
for the following reasons. Formula (33) is obtained from the linearized
analysis of the motion of the ball under the assumptions of small ampli-
tude of the motion and an axisymmetric spinning body. In the actual
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case, the Telstar satellite is dynamically not axisymmetric. Also, as the
tube is limited in length, bottoming will occur when the precession
angle is larger than about 3.5°; the motion of the ball will then be dis-
turbed and will not follow (26). An experiment has been devised by G. T.
Kossyk which consists of an air -bearing supported flywheel (L, = 5.14,
/,x = 4.675, /mi. = 4.404 slug -ft') mounted with two precession dam-
pers as shown in Fig. 5. The flywheel is driven to reach a certain initial
speed about a skew axis making a desired angle with the axis of sym-
metry, which is the principal axis of maximum moment of inertia. As
soon as the drive is released, the spinning flywheel performs a preces-
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Fig. 5 - Schematic layout of precession damping experiment.
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sional motion with known initial angular speed and initial precession
angle. The decay of the precession angle is recorded through an optical
tracking device for two different cases, with and without the balls in
the damper tubes. The difference between these two recordings is the net
effect due to the precession damper, excluding all other effects due to air
resistance, gravity, etc. The balls were observed to be moving, and bot-
toming was clearly heard. The experimentally determined Tp is found to
be about four times larger than the theoretical 7,, calculated on
the flywheel based on the mean value of the transverse moments of in-
ertia and about nine times larger based on the minimum transverse
moment of inertia. Although the Telstar satellite has different moments
of inertia from those of the flywheel and a higher /maxi/= ratio, it is
believed that the actual r,, should not be greater than the theoretical 7
in (33) by more than one order of magnitude.

For a conservative estimate of the precession damping time of the
Telstar satellite, let us multiply (33) by a factor of nine and use the
following physical constants: I, = 4.1412,/, = 3.8252 slug -ft', Xmin =

= 1.08, m = 0.0021 slug, n = 0.65 sec -1, R = 15 ft, b = 1.046
ft. Equation (33) is then reduced to

Tp = 19 (0.76 + 4.35) minutes
a,z2

which is relatively independent of the spin rate in the range of interest.
At 178.33, 65, and 24 rpm, the maximum 1/e characteristic precession
damping times are 14.8, 16.2, and 27.6 minutes, respectively.

IV. DRIFT OF SPIN AXIS

We have shown in the Section III that the major transverse torque
causing spin precession is contributed by the residual magnetic dipole
moment along the spin axis, M. (M is found to be pointing toward the
rocket -mount end of the Telstar satellite.) The torque produced by the
residual magnetic dipole moment normal to the spin axis is mostly
averaged out because of the spinning motion; other transverse torques,
produced by eddy currents and gravity, are all one order of magnitude
smaller than that produced by M, as shown previously. Therefore, in the
qualitative analysis of the spin -axis drift in this section it is sufficient to
take only M into account.

The initial direction of the Telstar satellite spin axis on the day of
launch was 82.3° right ascension and -65.6° declination, as represented
by the initial angular momentum, Jo , (see Fig. 1) in the nonrotating
coordinate system O-XYZ, where OX points toward the vernal equinox
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and OZ is along the earth's spin axis. The geomagnetic field, as shown
schematically in Fig. 1, is rotating about OZ at the earth's spin rate.
When the satellite is traveling along its orbit, it finds that the geomag-
netic induction, B, generates a nearly conical surface with respect to
Jo or to 0-XYZ, with the axis of the cone pointing in the direction of the
orbital angular momentum jorb (see Fig. 6). Let us pass a plane through
0 normal to Jo , project the conical surface (or B) onto the plane, and
construct the time -average resultant of the projection, B. Then B,
will interact with the magnetic dipole moment M (pointing in the nega-
tive direction of J or w) to produce a transverse torque, T, , which
causes spin precession. Because of the rotation of the geomagnetic field,
which has anomalies, and because of the apsidal advance in the orbit,
the conical surface generated by B has a different area every orbit.

--PATH OF J

.*--PATH OF SPIN 'AXIS

0

/--JORB

J OR 2

Fig. 6 - Schematic illustration of spin -axis drift.
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Furthermore, due to the precession or the nodal regression of the orbital
plane, the cone gradually changes its direction in the O-XYZ coordinates,
indicated in Fig. 6 as the rotation of Tor,, about OZ. As a result, B.,.
and hence T1 gradually change in both direction and magnitude, while
the angular momentum, J, of the satellite follows the pattern of varia-
tion of T1j as shown in Fig. 6. Because of spin precession, the spin axis
is turning around J, yet does not deviate away from J as a consequence
of precession damping. Therefore, the tip of the spin axis describes a
spiral path, shown in an exaggerated way in Fig. 6. Such a phenomenon
is termed the drift of the spin axis. The pattern* of the drift is deter-
mined by the orbit and by the orientation of M, whereas the rate of
drift depends on the orbit and the magnitude of M.

A rough estimate of the rate of drift of the Telstar satellite spin axis
can be given. Let us assume that the transverse torque, T1, keeps acting
on the satellite perpendicular to the angular momentum, J, despite the
fact that J continuously changes its direction as time goes on. This
assumption is justified by the fact that the precession dampers work
properly, so that the spin axis is virtually in line with J. Let us disregard
the retarding torque at this point. Then, from the principle of angular
momentum about the center of mass of the satellite

dJ
dt

(39)

we find that after a time interval At the angular momentum changes to a
new position by an angle

AO -
T i At

(40)

In the above we have kept J = /d.o, or w at a constant magnitude, be-
cause we have not considered the retarding torque. To evaluate AO in a
time interval of one week, let us substitute into the above with At =
6.048 X 105 sec, Iz = 5.61 kg -m2, Ti= MIL, where M = 0.562 X
10-6 weber -meter and Hi = H cos -y (H = time -average value of the
geomagnetic field on the Telstar satellite orbit and H1 is the com-
ponent of H along the spin axis; 7 is the angle between H and the spin
axis). Then (40) is reduced numerically to

AO = 274
H cos

7 degree
co

where H is in oersteds and w in rad/sec. If H is taken to be 0.2 oersted
* For details of the pattern and rate of drift, see Ref. 5.
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and 7 to be 45°, then at the initial spin rate of 178.33 rpm or co = 18.67
rad/sec, we find AO = 2.1° per week, which is very close to the observed
value (approximately 2° per week). This drift rate should increase
exponentially with time because of the exponential decay of co resulting
from the action of the retarding torque. It appears from the above esti-
mate that the satellite's residual magnetic dipole moment along the spin
axis did not change drastically due to launching.

V. SUMMARY AND CONCLUSIONS

The dynamics problems for the spin -stabilized Telstar satellite, char-
acterized by spin decay, spin -precession damping, and spin -axis drift,
have been studied in this paper. In the section on spin decay, the nature
of the retarding torque due to eddy -current losses has been analyzed.
The observed decay phenomena are largely explained from the computed
812, taking into account the anomalies of the geomagnetic field, the
variations of orbital parameters, and the change of the spin -axis direc-
tion. The 1/e characteristic time of the nearly exponential spin decay is
estimated to be about 330 days ±2 per cent by extrapolation from the
observed data. This indicates that at the end of two years from the day
of launch the Telstar satellite will spin at approximately 20 rpm. It is
believed that motion at such a spin rate is still relatively stable with
respect to precession.

For the spin precession, it is found that the transverse torque is pro-
duced mainly by the residual magnetic dipole moment along the spill
axis. The precessional motion of a spinning satellite is illustrated by
means of Poinsot's geometrical constructions. A few different types of
precession dampers have been considered. Linear analysis of the motion
of the ball in the concave type damper has been made, from which ex-
plicit expression of the theoretical 1/e characteristic precession damping
time is obtained. Based on the analysis, it was possible to make a proper
design of the damper. An experimental comparison of the theoretical
1/e time enables us to estimate the actual 1/e time to be about 30 min-
utes maximum. It is concluded that this damping time is acceptable for
the computed magnitude of the transverse torques, and in fact, no pre-
cession angle larger than 0.5° has yet been observed on the Telstar
satellite.

In discussing the problem of spin -axis drift, only a brief qualitative
description is given to illustrate the fundamental mechanism; also, an
approximate quantitative analysis is shown for an order -of -magnitude
estimate of the drift rate. The observed continuous drift of the spin axis
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of the Telstar satellite is evidence of proper functioning of the precession
dampers.

The above three problems, which are caused essentially by electro-
magnetic torques, can be summarized into one of the important dynamics
design criteria of a spin -stabilized satellite: i.e., evaluation of the maxi-
mum allowable eddy -current losses and residual magnetic dipole moment
for specified useful life and orbit of the satellite. Other basic dynamical
requirements are worth remarking here. The spin axis should necessarily
have a maximum moment of inertia because of provision of precessional
energy dissipation and because of elastic energy dissipation, since the
satellite is not a perfectly rigid body. This moment of inertia should also
be made as large as possible for a given weight and size of the satellite,
in order to make the satellite more stable and to increase the lifetime for
the same initial spin rate. Furthermore, the ratio of the moment of in-
ertia about the spin axis to those about the transverse axes should be
made large enough to yield an adequate precession damping time.
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A Passive Gravitational Attitude Control
System for Satellites

By B. PAUL, J. W. WEST and E. Y. YU
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It is shown how the gravity -gradient effect may be utilized to design a
long-lived, earth -pointing satellite attitude control system which requires
no fuel supplies, attitude sensors or active control equipment. This two -
body system is provided with a magnetic hysteresis damper which effectively
(lamps out oscillations (librations) about the local vertical. The long rods,
which must be extended in space from coiled up metal tapes, provide the
required large moments of inertia and possess adequate rigidity and suffi-
cient strength to endure the rigors of the extension process. The system is
compatible with the requirements of multiple satellite launchings from a
single last -stage vehicle. Analysis indicates that the gravitational torques
are sufficient to keep the disturbing effects of solar radiation pressure, re-
sidual magnetic dipole moments, orbit eccentricity, rod curvature, eddy
currents, and meteorite impacts within tolerable limits. It is believed that
the high-performance, earth -pointing system described and analyzed in
this paper represents an essential step in the development of high -capacity
communications satellites requiring long life.
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I. INTRODUCTION

An earth -pointing attitude control system offers many advantages
for a commercial satellite repeater. By directing the satellite's radiated
power to just cover the earth, the satellite's size and weight can be
minimized. For example, at a 6000-nm altitude the theoretical gain of
an earth -covering conical beam is 14.5 db; however, allowance must be
made for inaccuracies of the earth -pointing system and the gain that
can be achieved from a practical antenna. Conservative estimates have
shown that the achievable antenna gain is at least 10 db higher than
with a Telstar-type isotropic antenna. * Hence, with an earth -pointing
antenna, the power required from the satellite transmitter is only one -
tenth that required with an isotropic antenna. This reduction in power
makes the size and weight of communications satellites of high capacity
(e.g., two TV channels or 600 two-way voice channels continuously
operating) compatible with existing launch vehicles for orbits of interest.

In this paper we will describe a passive gravitational attitude control
system (hereafter called PGAC) which provides a particularly attractive
way to maintain a satellite axis pointing towards the earth. This system
should have an extremely long life since it is entirely passive and re-
quires no power and no active controls or attitude sensors. The system
has been designed to be compatible with the launching of several satel-
lites from a single launch vehicle. The importance of this feature becomes

* While the first Telstar satellite satisfied the objectives for a communications
experiment, the performance was about 6 db below Bell System objectives.' For
a higher -altitude commercial satellite, the additional 10 db would be considered
essential to assist in meeting systems margins.
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apparent when one considers the cost and time required to place perhaps
20 or more satellites into orbit with existing launch vehicles for a me-
dium -altitude satellite system. Unpublished studies at Bell Telephone
Laboratories have indicated that three satellites of the capacity men-
tioned and employing PGAC can be launched by a single Atlas-Agena
vehicle in orbits of communications interest.

The most critical part of any passive earth -pointing system is the
technique of damping employed to stop tumbling and limit librational
motions. A unique feature of the PGAC system described herein is the
employment of magnetic hysteresis damping in conjunction with a
two -body system that provides large relative motion for damping
purposes. Magnetic hysteresis damping is quite effective even at the
slow librational rates (approximately a six -hour period at 6000-nm
altitude).

PGAC employs long extensible rods to obtain appropriate moments
of inertia about the three principal axes. In this respect it is similar to
other passive systems2,3 which also require long rods to obtain a suffi-
ciently large moment of inertia in order for the gravity torque to be
effective. Another feature of this PGAC system is that a single trigger
or signal separates each satellite and simultaneously causes the rods to
extend. This simplicity should enhance reliability of satellite separation
and rod extension.

In any passive gravity -gradient orientation system, the satellite is
stable with either end pointing towards the earth. In the PGAC system
described here, dual antennas are proposed for each end of the satellite,
and the appropriate antennas are to be activated by a simple microwave
switch. Fig. 1 shows the two possible stable positions of the satellite.
Antenna tests have shown that the extended rods do not substantially
affect the antenna pattern; the maximum loss due to the rods is about
1 db. However, it may be possible to avoid this loss by properly orienting
each satellite initially. This would require precise control of the launching
vehicle orientation, satellite tumbling rate during ejection, and speed of
extension of the rods.

In Section II of this paper, the dynamic principles of PGAC are
described, and a general description of the system is given. Actually,
two alternative configurations are described, each of which has its own
advantages. Vibration analysis of the system is then given in Section
III to demonstrate the validity of certain rigid body assumptions made
in the dynamics analysis of the accompanying paper.4 The stress and
deformation of the rods due to dynamic loading during the extension
phase and due to thermal effects are analyzed in Sections IV and V.



2198 THE BELL SYSTEM TECHNICAL JOURNAL, SEPTEMBER 1963

ORBIT

ANTENNA
RADIATION

CONE

Fig. 1 - Possible satellite orientations.

Various spring designs for satellite separation associated with multiple
launch are described in Section VI. The status of the hardware develop-
ment and tests on the hysteresis damper unit are reviewed in Section
VII. Finally, the various disturbing torques which the satellite will
encounter in space are reviewed in Section VIII. It is shown that the
PGAC system should remain earth -pointing within a few degrees.

Typical computer results have disclosed that for a reasonable initial
tumbling rate of the satellite (1 rpm before rod extension, due to ejection
from the rocket), the satellite will be earth -pointing within a few degrees
of the local vertical in about 10 to 15 orbital periods. The description
and discussion of PGAC in this paper is primarily for a satellite in a
circular 6000-nm orbit with any inclination. However, with modifica-
tions of rod lengths and damping and spring constants, PGAC could
be adapted to either higher or lower orbits.

The companion paper' in this issue covers the basic dynamics analysis
of PGAC. The analysis includes large angle motion (as would be experi-
enced by a satellite due to tumbling after ejection from the launch
vehicle), as well as small librational motion. A complete three-dimen-
sional analysis of the satellite motion has been formulated, and stability
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criteria for the system have been determined. Other dynamics analyses
of passive attitude control systems have been reported in the literature."
These analyses either have not included large angle motions or have been
restricted to the pitch motion only.

II. DYNAMIC PRINCIPLES AND GENERAL DESCRIPTION OF PGAC

2.1 Principles

The fact that an elongated body in orbit around the earth tends to
line up with the local vertical is well known.' Just why this should be
so is most easily explained by considering a rigid dumbbell with equal
tip masses. Fig. 2(a) shows a dumbbell, in orbit around the earth, whose
axis makes an angle 0(0 < 90°) with the local vertical. Since the gravi-
tational attraction varies inversely as the square of the distance from
the geocenter, the lower mass A will experience a gravity force FA which
is slightly larger than the force FE experienced by the upper mass B.

(a)

ii EARTH

(b)

SPRING

A

SATELLITE

TIP MASS

HINGE

T2

DAMPER

(c)

Fig. 2 - (a) Gravity forces acting on a dumbbell in orbit; (b) departure from
the unstable equilibrium position; (c) system of primary and secondary dumb-
bells to produce damping.
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The net torque about the mass center C produced by gravity forces is*
(FA - FB)a where the moment arm a is shown in Fig. 2(a). The gravity
torque acts in such a direction as to diminish the angle 0. That is, it is
a restoring torque which will rotate the dumbbell axis back to the local
vertical. When the dumbbell becomes aligned with the local vertical,
the moment arm a vanishes. Hence, the gravity torque becomes zero in
the equilibrium position, 0 = 0. However, due to the inertia of the masses,
the dumbbell does not stop in its equilibrium position but continues to
rotate past it, whereupon the gravity torque reverses its direction and
acts to restore the dumbbell to the local vertical. This process produces
an oscillation or "libration" about the local vertical which would con-
tinue indefinitely if not damped out by some energy dissipating mech-
anism.

It is primarily the method of damping of the libration which dis-
tinguishes the various gravity -gradient schemes from each other. One
method of damping the librations requires the use of a second dumbbell.
In order to understand the function of this second body we should point
out that a dumbbell is also in equilibrium (that is, no gravity torque
acts upon it) when its axis is perpendicular to the local vertical. How-
ever, this equilibrium position is unstable in the sense that when the
dumbbell deviates from the local horizontal by an arbitrarily small
angle co, the gravity torque (FA - FB)a acts in such a manner (see
Fig. 2b) as to increase the angle i.e., to drive the system away from
its (unstable) horizontal equilibrium position.

The inherent instability of a horizontal dumbbell may be used to
design an efficient oscillation damper shown schematically in Fig. 2(c).
In Fig. 2(c) the primary dumbbell AB is connected by means of a
frictionless hinge to a secondary dumbbell A'B'. A spring is placed
between the two dumbbells which keeps them crossed at right angles
when the spring is not stressed. An energy dissipating device (repre-
sented in Fig. 2(c) by a piston in a close -fitting cylinder) is placed
between the two dumbbells so that any relative motion of the two bodies
results in a loss of mechanical energy (mechanical energy converted
into heat energy). When the main dumbbell is deflected through an
angle 0 from the local vertical, it experiences a gravitational torque T1
which tends to restore it to the local vertical. At the same time, because
of the spring, there is a tendency for the secondary dumbbell to be car-
ried along through an angle 0' in the same direction as the angle 0,
thereby producing a gravitational torque T2 on it which tends to increase

* Actually this is a slight oversimplification since FA and FB are not exactly
parallel, but it adequately describes the main principle involved.
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0' still further. The net effect is that the gravity torques T1 and T2 tend
to drive the two dumbbells in opposite direction, as shown in Fig. 2(c),
thereby dissipating a relatively large amount of energy per cycle in the
damping unit. The configuration shown in Fig. 2(c) will damp out oscilla-
tions in the plane of the orbit; in order to damp out oscillations per-
pendicular to the orbital plane, it is only necessary to add a second
horizontal dumbbell which is perpendicular to the first one when its
spring is unstrained. The two secondary dumbbells may be rigidly con-
nected to each other and still provide damping in both planes of motion.

2.2 Description

The previous section describes the basic principles of the two -body
system. In this section we discuss one method of reducing these principles
to practice and describe the main features of all the major components
of the system. These have reached a sufficiently high level of develop-
ment for us to believe that they may be designed in detail for a specific
experimental satellite.

Fig. 3 shows schematically what an actual configuration might look
like. The long vertical "mast" connects the satellite to an upper "deck
assembly" which serves as the tip mass for the primary "dumbbell"
and as the unstable body. The deck assembly consists of two crossed
dumbbells which meet at a "hinge unit" that is connected to the mast.
This "hinge unit" is actually a universal joint (or Hooke's joint) which
also provides elastic restoring forces (springs) and energy dissipation
devices (dampers).

It should be mentioned that the deck assembly may be placed much
lower on the mast rather than at its extremity as shown in Fig. 3, which
illustrates a "high -deck" configuration. If the deck assembly is lowered
to the vicinity of the satellite proper, the configuration will be referred
to as a "low -deck" configuration (see Fig. 8 below for a schematic draw-
ing of a low -deck configuration). From a dynamics point of view the
two systems are identical. The high -deck configuration can be erected
in a simple manner by the release of a single trigger which separates the
satellite from the launching vehicle and simultaneously initiates exten-
sion of all rods. The low -deck arrangement has the advantage of being
much stiffer structurally (see Section III) than the high -deck configura-
tion and is much less sensitive in its response to accidental misalign-
ment of the various rods due to initial curvatures, thermal bending,
or micrometeorite impacts which might cause plastic deformation. It
has the disadvantage of a more complex erection sequence (to provide
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--DAMPER UNIT

Fig. 3 -A passive gravitational attitude control (PGAC) system configuration.

clearance of the deck rods as they oscillate about the satellite body)
and introduces the need to elevate a set of antennas above the height
of the deck assembly in order to avoid electromagnetic difficulties.

2.2.1 Extensible Rods

A convenient way of erecting the rods in space is to use the STEM
(Self -storing Tubular Extensible Member) units designed and developed
by DeHavilland Aircraft of Canada, Ltd. These units consist of a beryl-
lium copper tape (0.002 inch to 0.005 inch thick, and 2 inches to 5
inches wide) which is stored on a drum prior to extension, in the same
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manner as a carpenter's steel tape. However, unlike the carpenter's tape,
the STEM tape has been preformed so that it tends to coil into a long
straight tube when unwound from the storage drum, as shown in Fig. 4.
The tape has a tendency to unwind spontaneously if not restrained from
doing so. In fact, it is necessary to supply a governor which limits the
extension speed to a safe level or else to provide a motor which drives
the tape out at a controlled rate. Whichever is used, the motor or the
governor mechanism, it could be located at the extremity of the deck
rod to act as part of the necessary tip mass, as shown in Fig. 3.

2.2.2 Damper Unit

The damper unit will permit the deck a motion of two degrees of free-
dom with respect to the mast in the manner of a universal joint. A pro-
posed damper unit is shown in Fig. 5, where the two rotationally sym-
metric housings are rigidly fixed to one another with their axes crossed
at 90°. The deck assembly is free to rotate about the axis of the upper
housing while the mast is free to rotate about the axis of the lower hous-
ing, thus providing the desired two degrees of freedom. To provide the
required restoring torque, the deck assembly.is fixed to a rotor whose axis
is aligned with that of the housing by means of two fine torsion wires (or
ribbons) as shown. These wires are maintained under suitable tension by
means of the leaf springs at each end of the housing. This taut wire -pro-
vides the rotational restoring torque required and also serves to keep the
rotor axis aligned with the axis of the housing. A slot is provided so that
the connecting rod to the deck assembly may rotate through a total angle
of 120° before bottoming on the end of the slot. Although it is not antici-
pated that the rod will ever hit its stops except for rare periods of tum-
bling (following injection, or collision with a micrometeorite) one may

FORMED TAPE
(NATURAL SHAPE)

FLATTENED TAPE N.

STORAGE
DRUM ---

Fig. 4 - Extensible rod element.



2204 THE BELL SYSTEM TECHNICAL JOURNAL, SEPTEMBER 1963

MAGNETS

HOUSINGS

TENSION
ADJUSTMENT

TO DECK

STEEL DISKS7 ROTOR
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Fig. 5 - Damper unit.

TORSION WIRE

design all stops so that they have no tendency to cold -weld in space.
Similar stops are provided to prevent excessive lateral or axial motion
of the rotor during periods of tumbling or during the launch phase.

Damping is provided by means of one or more bar magnets fixed
along a diameter of the rotor. These magnets have horseshoe -shaped
pole pieces which enclose an annular disk of permeable material (e.g.
cold -rolled steel) whose outer rim is fixed to the housing. A small gap
always exists between the faces of the pole pieces and the permeable
disk by virtue of the accurate elastic suspension, and even when the
rotor is bottomed during launch or tumbling, the stops maintain a pre-
determined clearance. As the rotor turns with respect to the housing
because of satellite oscillations, the pole pieces rotate magnetic domains
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in the permeable disk, thereby creating magnetic hysteresis losses. Mag-
netic hysteresis losses are particularly desirable because they depend
essentially upon the amplitude of oscillation rather than the frequency
of oscillation and have been found to be effective at the very low libration
rates, which are of the same order of magnitude as the orbital frequency
(a six -hour period in the case of a 6000-nm altitude).

Damper units of the type described above have been developed which
provide the estimated damping torques required for 6000-nm orbits.
They appear to be sufficiently rugged to withstand the launching en-
vironment and weigh approximately two pounds for the complete damper
unit. The feasibility of constructing dampers for higher and lower orbits
has been demonstrated. Further details of the damper development
program are described in Section VII.

2.2.3 Packaging and Multiple Launching

Design layouts indicate that there is no difficulty in packaging a
stack of several satellites within the confines of a suitable rocket vehicle
in such a manner that they will withstand rocket thrust and vibrations
with a minimum amount of additional structure weight. The packaging
arrangement is such that each individual satellite may be ejected with
the required separation speed (see Section VI). The rod extension process
may be triggered by the same explosive bolt mechanism which causes
satellite ejection. One possible method of achieving this is indicated in
Fig. 6 which shows how the rod constraints, which are needed during
the launch phase, are automatically removed when the satellite is in-
jected into orbit.

2.2.4 Weight Breakdown

For a 235 -lb satellite body, operating at a height of 6000 nm, computer
solutions based on the work of Ref. 4 indicate that a good design is
achieved if the principal moments of inertia of body 1 (principal dumb-
bell) are 1 = 3333, /2 = 3333, /3 = 10 lb -ft -sect, and the principal
moments of inertia* of body 2 (secondary rod configuration) are 14 =
450, 1.6 = 1000, 16 = 1450 lb -ft -see. These moments of inertia may be
achieved by using a 60 -ft mast rod, four 40 -ft deck rods, and the mass
distribution shown in Table I.

* The given values of /4 , 15 and /6 differ slightly from those given in the ex-
ample in Ref. 4; this difference is the result of computer studies made after Ref.
4 was submitted for publication.
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Fig. 6 - Packaging of satellites for multiple launching.

III. ELASTIC VIBRATIONS VERSUS RIGID BODY MOTION

The dynamics analyses4 have been based on the assumption that the
rods behave in an essentially rigid manner under the "gravity -free"
conditions and extremely low librational angular speeds which prevail
in the anticipated orbits; yet by ordinary earth -bound standards, the
long thin rods would seem extremely flexible. To justify the assumption

TABLE I - MASS DISTRIBUTION

Deck tip masses
Deck rods
Damper assembly
Mast rod
Mast motor
Support structure

29 lbs

3

Total 46 "
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of rigid rods in the basic dynamics studies, it is necessary to estimate
the bending and twisting deflections which occur in service.

It is known that under normal circumstances the entire satellite will
be oscillating, or librating, at certain well defined frequencies which
are of the order of orbital frequency 2/27r. If any part of the system,
which is supposed to behave in a rigid manner, happens to have a
natural vibration frequency of the order of Si/27r, large deformations
might occur, and the results of the rigid body dynamics analyses would
be open to serious question. It is the purpose of this section to show that
PGAC may be designed so that its smallest natural frequency is well
above the orbital frequency SZ/27r.

It will be assumed in this section that the satellite has been aligned
along the local vertical and that the elastic members of the system are
undergoing small vibration with respect to a nonrotating* set of co-
ordinate axes. In order to rigorously calculate the lowest natural fre-
quency of such a system, it would be necessary to consider a set of
coupled partial differential equations of considerable complexity. How-
ever, it will be shown in Section 3.1 below that the mast rod may be
considered to be perfectly rigid in the frequency range of interest. This
result enables one to find the bending and twisting frequencies of the
deck assembly in a relatively simple manner (involving ordinary rather
than partial differential equations) as shown in Section 3.2. Finally, it
is shown in Section 3.3 that the torsional mode of the mast rod has the
lowest natural frequency of interest but that this frequency is still
several times higher than the orbital frequency.

3.1 Rigidity of Mast Rod and Influence of Distributed Mass on Natural
Frequencies

Let us consider the bending vibrations of a long beam, of length L,
flexural rigidity EI, and mass p per unit length, whose ends carry two
relatively large tip masses, M1 and M2 but which are otherwise un-
constrained, as shown in Fig. 7. Since the tip masses are so great com-
pared to the beam mass Ma , the tips can never move too far from their
equilibrium position (in comparison with the midpoint of the beam).
Therefore, the principal mode shape must look somewhat as shown in
Fig. 7 with nodal points very near the ends. We can thus consider the
problem equivalent to that of a beam, of length L' L, whose ends are
fixed against displacement and more or less fixed against rotation, de-
pending upon the constraints provided by the tip masses. In any case,

*This is equivalent to neglecting the curvature of the orbital path.
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Fig. 7 - Mode shape for light beam carrying heavy tip masses.

the circular frequency p of the fundamental mode is given (Ref. 8,
pp. 324-339) by

p = (C/L' VEI/p (1)

where C is a numerical coefficient which depends upon the degree of
constraint at the nodes.

Now consider two limiting cases of constraint between the mast
and deck assembly. If the springs which connect the deck and mast are
extremely soft, no appreciable bending moment can be transmitted to
the mast from the deck, so the connection point may be treated as a
hinged or simply supported end. If the tip mass at the other end has
negligible moment of inertia, that end may also be considered as simply
supported and the coefficient8 C = 3.14 (hinged -hinged beam); but if
the tip mass has an appreciable moment of inertia, the end may be
considered clamped, in which case C = 3.93 (hinged -clamped beam).
Another limiting case arises if the connecting spring is extremely stiff,
in which case the deck assembly with its very large moment of inertia
is almost rigidly fixed to the mast rod and essentially prevents rotation
of the connected end of the mast. In this case C = 3.93 (clamped -hinged
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beam) or C = 4.73 (clamped -clamped beam) accordingly as the tip
mass has negligible moment of inertia or infinite moment of inertia.

We thus see that C can only undergo moderate variations despite
extreme changes in the manner of end support. If one adopts the most
conservative point of view and considers C = 3.14, (1) predicts that
for a typical mast rod (L = 600 in, EI = 38,300 lb in2, p =
1.51 X 10-5 lb sect in 2)the fundamental mode of vibration has a fre-
quency of p = 1.37 rad/sec, which is certainly well above the orbital
frequency SZ = 0.273 X 10-3 rad/sec for a 6000-nm orbit. Thus, we see
that the influence of the distributed rod mass cannot play an important
role in vibrational motions at the low frequencies of interest, and the
mast rod may be considered rigid.

3.2 Natural Frequencies of Deck Assembly

Having shown that the mast rod is practically rigid, one may con-
sider the satellite and mast rod a single rigid body upon which is mounted
the deck assembly via the flexible joints of the damper unit. Because
the deck tip masses are so great compared to the mass of the deck rods,
one may neglect entirely the deck rod mass and treat the problem
according to the standard "lumped mass" point of view. In particular,
if one restricts attention for the time being to the low -deck configuration
illustrated in Fig. 8, and notes that the center of mass* of the entire
system lies fairly close to the plane of the deck assembly, one may
introduce a further simplification by considering the deck assembly to
be oscillating about a fixed point where the two hinge axes are assumed
to cross.

In setting up the equations of motion, we shall use D'Alembert's
principle, wherein each moving mass Mi is thought of as loading the
structure by a system of "inertia forces": Xi = , Yi =

= , parallel respectively to the axes of x, y and z; and the
rods are loaded by "inertia torques", Ti = -ILA. Superscript dots
denote differentiations with respect to time t, in the usual Newtonian
notation. To provide a more flexible and symmetrical notation, we shall
frequently speak of the generalized displacements, qi , and generalized
forces, Qi , which are related to previously defined quantities as in
Table II. In this tabulation, generalized masses mi have been defined for
future reference.

Each independent deflection qi can be found as a function of the

* The center of mass has been assumed to be unaccelerated in inertial space and
for our purposes may be considered fixed.



2210 THE BELL SYSTEM TECHNICAL JOURNAL, SEPTEMBER 1963

'.493

M4, 14

-84

'7//,
-DAMPER UNIT

,---DEC ROD

-- SATELLITE
BODY

MAST ROD

MAST TIP
MASS

iv,

Fig. 8 - Low -deck configuration.

inertia forces applied to the system

qi = E Qp ( 2 )

The terms aqi/aQi are called influence coefficients and are functions of
the elastic constants and dimensions of the system. Each influence

TABLE II - GENERALIZED DISPLACEMENTS, FORCES AND MASSES

= 1 2 3 4 5 6 7 8 9 10 11 12

qi = Wi 9i U2 W2 02 V3 W3 03 214 w4 04

Qi = Yi Zl 711 X 2 Z2 T2 Y3 Z3 7'3 X4 Z4 1 4

nzi = M1 t111 /131 M2 M2 /2M M3 1113 I3 hr M4 M4 I4M
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TABLE III - LOW -DECK CONFIGURATION

Frequency p8 (rad/sec) Most Significant Vibration

pi= 0.597 X 10-3

p2 = 0.643 X 10-3

P3 = P4 = p6 = 0.401 X 10-1
p6 = p7 = ps = 0.590 X 10-1

ps = pio= 0.1373
pit = PI2 = 0.2625

Oscillation of deck assembly about x (roll)
axis

Oscillation of deck assembly about y
(pitch) axis

Bending of deck rod parallel to x-axis
Bending of deck rod parallel to y-axis
Twisting of deck rod parallel to x-axis
Twisting of deck rod parallel to y-axis

coefficient may be found by an elastic analysis of a statically determinate
structure; for the sake of brevity, these coefficients will not be explicitly
written out here.

Equation (1) may he written in the form
12

E [-qt - bud = 0 (3)

where Si; = 1 for i = j, and Si; = 0 for i j. The symbol Q.; represents
the generalized inertia force, -miqi, and in; represents the generalized
mass (or moment of inertia) defined in Table II. The equations of
motion are thus given

12 roqi) (-mam - 3
aQJ

.] = 0. (4)
Jul Lk

In order to solve the system of differential equations, we may assume
that

qi = Ai cos (pt - 40) (5)
where A i , p and co are as yet unknown quantities. If one substitutes
(5) into (4) and follows the standard procedure,8 one finds a twelfth -
degree equation in 1/p2 with twelve solutions, 1/p82 for n = 1, 2, , 12.
For these twelve (not necessarily distinct) values of p, (4) is satisfied
and the assumption of (5) is justified. Equation (5) shows that the
terms pa represent the circular frequencies of the so-called natural
modes of vibration. Upon the introduction of suitable numerical values,
one finds the twelve natural frequencies pi  pi2 , listed in Table III,
for a typical configuration designed to orbit at 6000 nm.

It may be seen from Table III that the lowest natural frequencies
are those corresponding to the oscillations about the hinge -spring axes.*

* The frequency of the "rigid body" oscillations of the deck assembly about the
pitch and roll hinge axes have been made intentionally close to the libration fre-
quency in order to provide good damping. All other natural frequencies must be
kept well above these values to avoid undesired resonances.



2212 THE BELL SYSTEM TECHNICAL JOURNAL, SEPTEMBER 1963

These frequencies differ from those which would be obtained with per-
fectly stiff deck rods by one part in 5000. The bending of deck rods has
the next highest natural frequencies, which are about 70 times the pitch
spring frequency. This indicates that excitation at a libration frequency
(-:;0.5 X 10-3 rad/sec) would not cause very large unwanted deflections
any place in the structure, and that the assumption of rigid rods in the
dynamics analysis is well justified for the low -deck configuration.

Although a complete vibration analysis of the high -deck configuration
(shown schematically in Fig. 3) has not been made, there is no reason
to believe that the natural frequencies of vibrational modes dominated
by bending action will differ by orders of magnitude from similar modes
in the low -deck configuration.

3.3 Torsional Oscillations of Mast

On the other hand, it is to be expected that the frequency of torsional
vibration about the mast axis will he considerably less for the high -deck
configuration. As a first approximation, one may neglect the bending
deformations of the deck rods and consider the system shown in Fig. 3
as a long rod of torsional constant K», (K, = torque per unit twist angle)
separating two rigid bodies whose moments of inertia are Ib and Id ,
respectively. The angular frequency of natural oscillation is given (Ref.
8, p. 12) for such a system by

[Km (/b /d)11 riciT
hid L J

(6)

where the approximation follows from the fact that Id>> Ib . For a typical
case of interest, one would find a torsional oscillation frequency, for
the high -deck configuration, of the order of

p = 0.0048 rad/sec. (7)

This value should be compared with a libration frequency (in a so-
called higher roll -yaw mode) of p, 0.00049 rad/sec. If a somewhat
more refined analysis is made, which takes into account the elasticity of
the deck rods, the improved value of p differs insignificantly from the
value given by (7). Although this value is smaller by an order of magni-
tude than the corresponding frequency of the low -deck configuration, it
is still about ten times greater than the largest libration frequency. Some
other comparisons between high- and low -deck arrangements have
already been discussed in the introduction to Section II.
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IV. STRESS AND DEFLECTION ANALYSIS OF RODS DURING EXTENSION PHASE

Since a satellite cannot be injected into orbit with absolutely zero
angular velocity, in inertial space the tip masses on the extending rods
will tend to cause bending and twisting of the rods during the process
of extension. No attempt will be made to examine this problem in full
generality, but two important representative cases will be considered.
In both cases only the high -deck configuration is considered, since the
low -deck configuration would seem to be at least as strong as the high -
deck configuration.

Experiments9.1° have demonstrated that a properly designed spring
arrangement is capable of injecting satellites into orbit with tumbling
rates below 1 rpm prior to rod extension. It is shown in this section that
such rates do not cause excessive stresses or deformation in the rods
during the extension process.

4.1 Tumbling

The satellite is idealized as shown in Fig. 9 and is assumed to be
tumbling at time t = 0 with angular speed Wo about the body axis x,

,- DECK ROD

M2 V //-Md, Id C
V

B
M1

MAST

C.M. OF SATELLITE

AA"
WO, CO

Mb, lb'

SATELLITE
BODY

/41/4

DECK
STRUCTURE

M1

E

M2

Fig. 9 - Schematic diagram of satellite during extension.
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which is parallel to the deck rods carrying tip mass M1 . At time I = 0
both mast and deck rods begin to extend with speed v, as indicated in
the sketch where ro represents the initial distance between the deck tip -
masses and the mast axis, and Ro equals the initial distance, measured
along the mast axis, between the satellite body and the deck assembly.
All mass in the deck assembly exclusive of the rods and tip masses is
considered to be concentrated at the tip of the mast (point A) in the
rigid body labelled "deck structure" in Fig. 9. The mass of the "deck
structure" is denoted by Ma , and its moment of inertia about a centroidal
axis parallel to x is denoted by Id ; similar expressions for the satellite
body are denoted by Mb and h , respectively.

From Fig. 9 it is seen that the instantaneous distances r, R1, and R2
are given by

r = ro vi

Ri - (2M1 2M2 Ma) (Ro vt)

2(M1 + M2) + Ma + Mb

1?,.
Mb(R0 VI)

- 2(1111 + M2) +Md+111b

and the instantaneous moment of inertia I of the entire system about
the x-axis (passing through the instantaneous center of mass) can be
shown to be

/(t) = Ib + Id + /17/(Ro vt)2 2M2(ro vt)2 (9)

where 3-4" is defined by

mb(2311 + 2M2 + 111d)
2m-i + 21112 + Md + Mb

(10)

The initial value of / is denoted by /0 and is found from (9) by setting
t = O.

We shall now assume that: (1) the mass of the rods is negligible;
(ii) the hinge connection between the mast and deck assembly is rigid;
(iii) the rods do not bend or twist (until further notice); and (iv) the
mass center of the system is moving through inertial space with constant
velocity. Under these assumptions one may apply the principle of con-
servation of angular momentum* to find the angular velocity w and
acceleration W in the form

(8)

* Although angular momentum is not strictly conserved in the presence of
gravity torque, it can be shown that this effect is not significant.
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IoIo dI
'
= cZ)( )-

1 12 dt

Equations (11) together with (9) fully specify the angular velocity and
acceleration during the entire extension phase. The absolute acceleration
aP of any point P in the system may be found from the vector equation

152ini

a =il-;-1-i-t-X p+ 26)Xit-op -1- 6)X (wXp) (12)

where p is the position vector of the point P measured from the origin
shown in Fig. 9, or in terms of the unit vectors i, j, k along the body
axes:

P = p,,j Pzit (13)

By definition:

Sp/at = 15yj 73z1{

a2P/6t2 = p=i Pyi (14)

= wi; aw/at =

Applying (12) successively for the five points A, B, C, D, and E shown
in Fig. 9 one may find the components of acceleration aP = ax' i
as,P j a:k indicated in Table IV.

Table IV, together with (11), gives the absolute acceleration of all
the tip masses. The D'Alembert forces acting on masses at points A, B,
C, D, and E are respectively -111 daA , -M,aB, -1l7,aC,- .1112aD , - 1112aE
The bending moment M. at any point z along the mast is given at any
time by

= - [MdayA Mi(aun + aye) M2(ayD ayR)J(R2 - z)

2112r(azE - azD) - Ida (15)

TABLE IV - COMPONENTS OF ACCELERATION

(Pont) I Pi/ p, a/ayP asp

A 0 0 R2 0 - (21i2C0 + R26) -R202
B r 0 R2 0 - (21i2C0 + R2W) -R2w2

C -r 0 R2 0 - (21i2W ± R26)) -R2w2

D 0 -r R2 0 rco2 - 2/i2co - R26 - (R2w2 + My + rth)
E 0 I R2 0 - (rw2 + 2fi2w + R2W) -R2w2 + 2tco + rth
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TABLE V - PARAMETERS

Mb = 286/32 lb sec2/ft Ib = 10 or 20 lb sec2 ft
Md = 8/32 lb sec2/ft Id = 0.0845 lb sec2 ft
MI = 4/32 lb sec2/ft Ro = 2 ft
1112 = 9/32 lb sec2 ft ro = 0.75 ft
EI = 13.4 lb ft2 (deck rod) EI = 297 lb ft2 (mast rod)

Similar expressions are readily written down for the bending moments
at various points along the deck rods but will be omitted here for the
sake of brevity. Deflections are found by noting that a tip force F
produces a lateral tip deflection F = FL3/(3EI) for a cantilever of
length L and bending stiffness El. Similarly, a tip couple M produces
a lateral tip deflection of amount M = ML2/(2EI). The net deflection
is found by superposition. For a 6000-nm satellite similar to the one
described in Section II, the parameters shown in Table V were used.
An investigation of the complete extension history shows that for an
initial tumbling rate of 0.1 rad/sec 1 rpm) and an extension rate of
v = i ft/sec, the maximum stresses occur early in the process and decay
rapidly thereafter; i.e., maximum moments occur before the rods have
extended a distance of 2 ft. The maximum bending moments (which
occur at the cantilever root) and the corresponding tip deflections
(expressed as a fraction of rod length at the instant of maximum loading)
are given in Table VI. Published datall indicate that short lengths of
the mast rod could sustain a bending moment about a hundred times
greater than the maximum value indicated in Table VI, and the deck
rods could sustain a value about 30 times larger than the greatest
tabulated value. Thus, there appears to be no "stress" problem due to
tumbling.

4.2 Spinning

Assumptions (i) to (iv) of the previous section will be retained.
If the entire satellite spins about the mast axis with angular speed

TABLE VI - BENDING MOMENTS AND DEFLECTIONS FOR v = i ft/sec;
wo = 0.1 rad/sec

Satellite Moment Maximum Bending Maximum Bending Mast Tip Deck Rod Tip
of Inertia Moment, Mast Moment, Deck Deflection Deflection

(lb sec2 ft) (ft -lb) (ft -lb) (Fraction of rod
length)

(Fraction of rod
length)

10 0.072 0.018 0.0003 0.0012
20 0.113 0.029 0.0006 0.0025
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coo at time t = 0, the deck assembly will acquire an angular speed Od
and the satellite body will rotate at speed Oo . Conservation of angular
momentum* requires that

[Id + 2(M1 + M2) (ro vt)218d + IbOb

= + 2(M1 1112)re + I hiCeo (16)

where Id' denotes the moment of inertia of the "deck structure" about
the mast axis. The torque required to produce a unit relative angular
displacement between the satellite body and the deck is proportional
to (R - R0)-1 and may be represented in the form k/ (vt), where k is

the torsional rigidity of the mast for unit length. In other terms, the
torque on the mast at any time is given by (Od - 0b)k/vt; this torque is
applied directly to the satellite body, so one may write

/blib = k(Od - Bo)/ vt. (17)

Equations (16) and (17) represent a third -order system of linear dif-
ferential equations with time -dependent coefficients and with initial
conditions of the form Od(0) = 0; Bb(0) = 0; 8b(0) = coo . These equations
have been integrated numerically to provide the complete response of
the system during the extension phase for various sets of parameters.
The solutions indicate that torsional stresses do not become excessive
at any time, although the satellite body might rotate, relative to the
deck assembly, by as much as 10 revolutions if an extension speed of
v = 2 ft/sec is used, and coo is as high as 2 rpm. The bending stresses
and deflections produced in the deck rods, under these conditions, are of
the same order of magnitude (very safe) as found in the foregoing
section on "tumbling." With a nonspinning final -stage vehicle it is
unlikely that the initial spin rate wo will reach a value as high as 1 rpm."°

4.3 Umbrella Effect

If all rods are being extended simultaneously, for the high -deck
configuration the tip masses on the deck rods will continue to move
parallel to the mast axis at the termination of the mast extension
phase. This motion will continue until the cantilever bending of the
deck rods has converted the tip mass kinetic energy into stored elastic
energy. This effect will be referred to as the "umbrella" effect. To com-
pute the maximum tip deflection LH and the maximum root bending
moment M, in the deck rods, it should he observed that a lateral tip

* Effect of gravity torque is neglected here, as in Section 4.1.
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force P will produce a tip deflection = PL3/3EI, where L is the beam
length and EI is the flexural rigidity. The stored strain energy U is
equal to (P/2)8. , which may be expressed as U = 3EIS,u2/2L3 by
virtue of the linear relationship between P and S. When the stored
energy U is equated to the initial kinetic energy (Mv2/2) of a tip mass
M which moves at speed v, one finds the tip deflection

S, = v[MV/3EI)11. (18)

The root bending moment M. is found by multiplying the load P =
(3EI(3./.12) by the beam length L to give

M. = v[3EIM/L]4. (19)

For a typical deck unit with the following parameters, EI = 13.4 lb
ft2, L = 50 ft, M = (10/32.2) lb sect/ft, one finds that for sufficiently
small values of v

(Li (ft) = 0.983 v (ft/sec)

Ma, (ft -lb) = 0.500 v (ft/sec).

Thus an extension speed of v = 2 ft/sec would produce a bending
moment of about x ft -lb, which is less than the approximate allowable
value of 1 ft -lb. The corresponding tip deflection of about Z ft is suffi-
ciently small so that the linear bending theory used is adequate. If one
wishes to find the maximum extension speed which produces a root
bending moment below 1 ft -lb, it is necessary to consider a nonlinear
beam theory which allows for large slopes in the deflected beam shape.
An approximate treatment of this problem indicates that an extension
speed of about 1.5 ft/sec would result in a root bending moment of about
1 ft -lb. Therefore, if one wishes not to exceed the load -carrying capacity
of the deck rods, it is essential to keep the extension speed well below
1.5 ft/sec, or else to extend the deck rods after the mast has been fully
extended.

Similar considerations show that reasonable differences in the exten-
sion speeds of the various deck rods result in tolerable loads on the mast,
for practical configurations.

It should be noted that when the oscillating deck masses slam down-
ward, they load the mast axially and tend to produce Euler-type buck-
ling. It may readily be shown that, so long as the mast extension veloc-
ities are kept small enough to prevent overloading of the deck rods, the
mast will not buckle for the configurations of interest.



PGAC SYSTEM 2219

V. THERMAL LOADING

The rods used in the- proposed design consist of long split overlapping
tubes which will experience temperature gradients due to solar heating.
These temperature gradients will cause the rods to bend in such a way
that the illuminated side becomes convex.

In this section, the lateral deflections of the rods due to solar heating
will be calculated. In Section VIII it will be shown that these deflections
have a minor influence upon the pointing accuracy of the PGAC System.

5.1 Temperature Distribution

It will be assumed that the rod is sufficiently long so that end effects
may be ignored; hence the temperature distribution will not vary with
length along the rod. Since the heat input depends upon the angle be-
tween the collimated solar rays and the axis of the rod, it is implicit in
the above statement that the thermally induced curvature of the rod
axis is small; this necessary requirement will be verified a posteriori in
a numerical example. Confining attention to a unit length of rod as
shown in Fig. 10, it may be verified that the cosine of the angle between
the solar rays and the normal to a surface element located at an angle
0, measured from the outer edge of the tape, is given by

Fig. 10 - Unit length of split overlapping tube illinaina1e41 by the sun.
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s  n = sin cos cos (08 - 0) (20)

where s is a unit vector pointing to the sun, n is a unit surface normal,
c, is the angle between the solar rays and the tube axis, and 08 is the
angular distance from the outer free edge of the tube to the plane formed
by s and the tube axis. The heat input per unit time on a unit area of tube
surface is given by

q8 = a S sin so, cos+ (0 - 08) = a ATS cos+ (0 - 08) (21)

where

a = absorptivity for solar radiation
S = solar constant (442 Btu/hr ft2)
S = S sin co, = effective solar constant

cos+ x = z (cos x I cos x I) (half -rectified cosine wave).

In general, a small element of the tube of arc length rd0 (where r is the
tube radius) gains heat qard0, in unit time, due to solar heating; the
element also gains heat gerd0 by conduction and loses heat qerd0 by
emission of radiation. It will be assumed that the overlapping layers do
not have an appreciable area in mutual contact. This idealization is
useful because of the random nature of the actual contact areas and the

in the contact pressure and in the associated surface heat
transfer coefficients. Any heat conduction which does occur between
overlapping layers will tend to reduce temperature gradients and
alleviate the thermal bending effect; thus, the neglect of such effects
leads to a conservative analysis. Since the walls are very thin, it is per-
missible to assume that the temperature varies only in the circum-
ferential direction, so that Fourier's law leads to the result

qc = (ich)(d2T/r2d02) (22)

where ic = thermal conductivity, h = wall thickness, and T = absolute
temperature. The heat loss by radiation is given by the Stefan -Boltzmann
law: q8 = EcrT4, where E = hemispheric emissivity at temperature T,

= Stefan -Boltzmann constant (1714 X 10-12 Btu/hr ft2 ( °V). For
simplicity, the effects of internal radiation will be neglected, so that the
above expression for qa is valid only for 0 <= 0 < 2r. The inclusion of
internal radiation effects would result in reduced temperature gradients,
thereby reducing the thermal bending; thus, this assumption is also
conservative.

Upon summing up the three contributions to the thermal balance,
one finds that



d2T ere

d02 - (1711

d02 =
0; 6 > 27. (24)

Because no appreciable amount of heat can be radiated over the
narrow faces (of area h per unit length) at the edges where 0 = 0 and

= 0. , one may write the boundary conditions in the form dT/d0 = 0
at 0 = 0 and 0 = Om. , and observe that both T and dT/d0 must be
continuous at 0 = 27r. Equation (24) implies a linear temperature
distribution in the range 0 > 27, but since dT/d0 vanishes at the edge

= 0. , the temperature must be constant in the range 0 > 27. In
addition, continuity of dT/d0 requires that dT/d0 = 0 at 0 = 27.
Thus, the temperature distribution may be found by solving the non-
linear differential equation (23), subject to the boundary condition
dT/d0 = 0 at 0 = 0, and at 0 = 27. This problem, except for the boundary
conditions, is similar to the problem treated by Charnes and Raynor12
of a continuous (nonsplit) tube. Following their treatment, one may
linearize (23) by writing

T = To -I- r(0) (25)( T « To)

where To is the mean radiant temperature defined by

To = [aS/76]1. (26)

Upon substitution of (25) into (23), one finds

d2T/d02 - p2r = -/3 cos+ (0 - 0.)

ctr/d0 = 0 at 0 = 0, and at 0 = 2r

where
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T4 = - (2
K2
a,S) cos+(0 - 0,); 0 s 0 s 27 (23)

d2T

(27)

p = 2NAT03; X = (o-er2jich); = aAgr2/Kh (28)

Equation (27) may be solved by a number of standard procedures (e.g.,
use of Duhamel integral or of Laplace transform) which will be omitted
for the sake of brevity. For a typical beryllium -copper rod, the pertinent
dimensions are

r = 0.225 in, h = 0.002 in, K = 65 Btu/hr ft, 0. = 37.
Representative values of absorptivity and emissivity, calculated by
integration of monochromatic reflectivity measurements, are:

a = 0.8, e = 0.3
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SUN RAYS

r

L
Fig. 11 - Temperature distribution in split overlapping tube (neglecting

internal radiation and radial conduction effects).

where e corresponds to a temperature of To = 684°R. If the solar rays
are truly normal to the rod axis, one may use S = S = 442 Btu/ft2 hr
and if the rod is oriented with 08 = 7/2, as shown in Fig. 11, the tem-
perature distribution will be as shown in the figure, where T = T - To

is plotted radially outward from the tube surface for positive values and
inward for negative values of T. For this example, the temperature drops
continuously from T = 700°R (240°F) at 0 = 0 to T = 667°R (207°F)
at 0 = 37.

5.2 Thermal Bending

Following the method used by Timoshenko and Goodie?' for bending
of a beam of rectangular cross section, one may show that the curvatures
developed in the z -x plane and the z -y plane are given, respectively, by

Kx = 111/E4 , icy = Mx/EIx (29)

where E is Young's modulus,

Ix = f y2(1.1, = f x2dA (30)
A A

Mx = Ea f
A A

TydA, My Ea f TzdA. (31)
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In the above expressions, a represents the coefficient of thermal
expansion (a = 9.4 X 10-6 °WI for numerical example); x and y are
measured from the centroid of the cross section which is located a
distance e from the axis of the tube, as shown in Fig. 11; x and y have
their origin at the centroid; dA represents an element of area; and the
integration is made over the entire cross section.

With the temperature distribution shown in Fig. 11 (corresponding
to the numerical data given above), one finds that the curvature Kz is
negligible, but icy is found to be

Ky = 3.18 X 10-3 ft 1 (RU = /KU = 314 ft).

It may readily be shown that one end of a rod of length L bends
through an angle M' = KL with respect to the other end and deflects
through a lateral distance of S = (1).0/R. The maximum angular and
lateral deviations for a 50 -ft length of rod are thus seen to be ANI, = 9.1°,
5 = 4.1 ft. A similar calculation shows that 5 = 3.5 ft for a rod of r =
0.45 in and h = 0.005 in.

In view of the conservative nature of the heat transfer analysis used,
one may estimate that the actual values of slope and deflection could
easily be less than half of the computed values. In any case, the deflec-
tions do not cause excessive misalignment from the local vertical (see
Section VIII), and the slopes are sufficiently small to justify the initial
assumption that the heat input and temperature distribution do not
vary appreciably along the axis of the rod.

VI. SPRING DESIGN FOR MULTIPLE LAUNCH

When several satellites are launched from the same rocket vehicle,
it is necessary that they be injected with different velocity components
along the orbit trajectory; otherwise, all the satellites will have the
same period and will appear to be "bunched" together when viewed
from the ground. The velocity increments required to "minimize" the
undesirable effects of bunching are discussed in Ref. 14, where it is
indicated that a relative speed of about 12 ft/sec between the slowest
and fastest satellites is desirable for the case of four satellites in a single
orbit at 6000 nm. Similar conclusions were reached in unpublished work
at Bell Telephone Laboratories for the case of three simultaneously
launched satellites.

Velocity increments of 12 ft/sec are readily achieved by mechanical
springs. In this section we shall consider the use of ordinary helical
springs and of the so-called conical disk -spring (sometimes called a
Belleville spring) shown schematically in Fig. 12.
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Fig. 12 - Belleville spring showing stress distribution.

It is easily shown" that the strain energy per unit volume uh stored
in a close -coiled helical spring with a narrow circular cross section can be
expressed in the form

uh = (1)7-2/G (32)

where Tm is the maximum shear stress in the spring and G is the shear
modulus.

In the case of a Belleville spring, the stresses are distributed" in an
approximately linear manner over the cross section, as shown in Fig. 12,
if the inequality (b - a)/a < 1 is satisfied and only small deflections
are permitted. Under these conditions, it is easy to show that the strain
energy per unit volume uh is given by

uh = (-1-)6.2/E (33)

where cr, is the maximum tensile stress in the spring and E is the modulus
of elasticity. The relative energy -storing efficiencies of helical and Belle-
ville springs may be found from (32) and (33) in the form

Rh = JT,n.

etb (2)(G)(0-ny (a irt)2

where use has been made of the well-known relationship (Ref. 15, p. 00)
(E/G) = 2(1 + v) and of the fact that Poisson's ratio v is very close
to * for most structural metals.

If the spring material is to be used most effectively, the stresses Tm
and am should be practically equal to their respective values at the elastic
limit. It is seen from (34) that the relative efficiency of Belleville springs
versus helical springs depends upon the ratio of (cr./ T.) at the elastic

(34)
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limit. This ratio depends upon the criterion of elastic failure which
governs the material. For example, a relatively ductile metal tends to
yield (Ref. 16, Section 82) when either the shear stress or the octa-
hedral shear stress reaches a critical value; for such materials it may be
shown that an, r:-." 27-m . For materials with little ductility, failure gen-
erally occurs by fracture and 0-, ti Tin (Ref. 17). Therefore, (34) pre-
dicts that if the material is stressed up to its useful limit:

Ub-ti 1, for ductile materials
uh

h
^' for brittle* materials.

u

In other terms, both Belleville and helical springs require the same
volume of any given ductile metal to store equal amounts of energy;
but a Belleville spring can store only 4 the energy stored in an equal-

volume helical spring made of the same relatively brittle material.
Although there is a tendency towards weight saving in the use of a
helical spring made of a relatively brittle material, it may well be that
practical geometric considerations, reliability, and the reserve strength
of ductile metals would lead one to the choice of a Belleville spring.

To show that reasonable spring weights are required for the present
application, let us equate the strain energy in the spring to the kinetic
energy (I) ( Wsat/g)v- required to impart a separation speed v to a
satellite of weight TV sat(g = 386 in/sect). If the volume of spring material
is denoted by Vs , (33) leads to the result

2 v
M1VV2

b = "1417 Bp -
OM V

GE8
p

g
(35)

If one uses the relationship Wsp = wVsp , where Ws is the total weight
of the spring and w its specific weight, (35) leads to the conclusion that

3v2 (wE
= 1,rsat - -7) (36)

g crm-

Equation (36) is a compact expression for the weight of a well designed
Belleville spring or of a helical spring (for a material with cr. r':5 27-m).
The material influences the spring weight only through the ratio
cr,2NE), which may be interpreted as twice the elastic energy stored

in a unit volume of the material when uniformly stressed at its maximum

* The words ductile and brittle are used in the sense that there either is or is
not an appreciable amount of plastic flow between yield and fracture.
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TABLE VII - MATERIAL PROPERTIES

Material E w cr. wE/0..2

(Psi) (1b/in3) (Psi) (in-')

(i) 4130 steel 29 X 10' 0.282 175,000 2.67 X 10-4
(HT 200,000 psi)

(ii) Aluminum alloy 10.4 X 10' 0.101 73,000 1.97 X 10-4
7075T(6)

(iii) Titanium Alloy 17 X 10' 0.162 190,000 0.763 X 10-4
(Ti-6A1-GV-2Sn)

allowable value of am . Table VII shows (wE/o-12) for some typical
materials of interest. Thus, if one wished to impart a velocity of v = 12
ft/sec to a satellite weighing Ws.t = 280 lb, (36) shows that with the
three materials described above, the spring weight W8 would be 12.1
lb, 8.8 lb, and 3.4 lb for materials (i), (ii) and (iii), respectively.

VII. DAMPER UNIT

The damper unit was described in qualitative terms in Section 2.2.2.
In this section it will be shown in what respects the PGA C damper
differs from other dampers that have been proposed in the literature,
and how the damping torques and spring torques must be chosen in
order to meet the system requirements outlined in the Introduction,
Section I. The hardware development program for the damper units is
also described.

Since the means of damping libration motions is perhaps the single
most important feature which distinguishes the various attitude control
systems that have been proposed by several authors, it would seem
worthwhile to indicate the various methods that have been considered.
These fall under two main categories: (a) velocity -dependent damping,
and (b) amplitude -dependent damping.

In the first category, one finds schemes which depend upon viscous
fluids2,5 "8" or eddy currents. It has not been demonstrated that practi-
cal difficulties concerning seals, viscosity, temperature and adverse
rheological effects have been overcome in lightweight systems utilizing
fluids. Calculations have shown that effective eddy -current damping
requires a considerably greater weight of material than does the magnetic
hysteresis unit under discussion.

In the second category of damping methods, the energy loss per cycle
is independent of velocity but depends only upon the amplitude of mo-
tion. Included in this category are methods based upon Coulomb fric-
tion, internal friction,3.6 and magnetic hysteresis, as described in Section
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II of this paper. Coulomb friction (also called dry sliding friction) de-
pends upon physical and chemical surface properties which are notori-
ously hard to control under conditions of high vacuum and thermal
cycling; it is also difficult to control the normal force between the sliding
bodies, which greatly influences the level of friction. Solid internal fric-
tion, which depends upon energy losses developed in the microstructure
of the material, is quite temperature -dependent but does not depend
upon unreliable surface properties and should not be unduly influenced
by high vacuum.

In addition to the virtues of velocity independence, insensitivity to
surface conditions, and lack of rubbing parts, the magnetic hysteresis
damper proposed here has been shown to exhibit relative insensitivity
to wide temperature fluctuations.

7.1 Spring Constants

It is shown' that because the deck oscillates about an unstable position
of equilibrium, it is necessary to satisfy certain stability criteria. This
requires that the torsional spring constants k1 and k2 exceed certain
critical values k1* and k2* given by

ki*//2g2 = 0.625 (roll)
(37)

k2*//2122 = 1.3 (pitch)

for the satellite specified in Section 2.2.4, or, for 6000-nm altitude,

ki* = 0.155 X 10-3 ft-lb/rad

k2* = 0.324 X 10-3 ft-lb/rad.

It is also found that k cannot be too large, since the two -body system
becomes so stiff at large k that very small relative displacements between
the two bodies are developed and the energy dissipation due to amplitude -

dependent damping is reduced. To guarantee stability, it has been
decided to keep k1 and k2 at least 10 per cent above their critical values.
Computer studies indicate that the variation in damping time is rela-
tively small in the range:

lot = 0.175 X 10-3 to 0.375 X 10-3 ft-lb/rad,

(14//202 = 0.7 to 1.5)

k, = 0.36 X 10-3 to 0.76 X 10-3 ft-lb/rad,

(k2//4.22 = 1.45 to :3.06).

(38)
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From computer solutions it has been noted that if k is smaller than k*,
both the satellite body and the deck body will oscillate about cocked
equilibrium positions. This verifies the stability criteria for the spring
constants. If the spring constants are much larger than the maximum
values given in the above ranges, the relative angular displacements
become very small and little energy dissipation occurs.

7.2 Damping Torque

Damping torque is produced by rotational hysteresis losses obtained
from relative displacement between a magnet, fixed along a diameter
of the rotor, and an annular thin disk of cold -rolled steel, fixed to the
housing (see Fig. 5). The magnetic fluxes of the magnet pass from the
north pole of the magnet through the disk on both halves and back to
the south pole, constituting a closed circuit. Except possibly for a small
leakage, the unit does not act like a magnetic dipole with respect to the
outside field. In the part of the disk near the poles of the magnet there
is a relatively high and nonuniform magnetic field. Let the magnetic
field in a magnetic domain i be Hi , and let the induced magnetization
in the same domain be , which is generally making an angle goi with
H . The magnitude of the retarding torque can be represented by

- E H sin goi (39)

The minus sign means that the torque tends to oppose the relative
displacement between the disk and the magnet.

Provided that the spring constants lie in the ranges specified by (38),
computer solutions have shown that there is a relatively small variation
in damping time if the damping torques are in the ranges:

Td,/I2122 = 0.12 to 0.29 (roll)

Pd2//202 = 0.16 to 0.45 (pitch)

for the specified satellite. At 6000 nm, the numerical values of Td are

Tdi = 0.30 X 10-4 to 0.72 X 10-4 ft -lb

Pd2 = 0.40 X 10-4 to 1.12 X 10-4 ft -lb.

If the damping torques are much lower than the minimum values given
above, the satellite will become earth -pointing only after a large number
of orbits, as indicated by computer solutions. On the other hand, if the
damping torques are much larger than the maximum values, the relative
displacements become small and the satellite will keep tumbling for

(40)

(41)
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many orbits. In the case of large angle motion the damping time is also
found to be greater for values of Td above the ranges given in (41).

7.3 Hardware Development Program

Damper units have been developed whose spring constants and
damping torques fall in the range given by (38) and (41). These con-
stants are suitable for the 6000-nm satellite previously described. How-
ever, the mechanical design is such that the spring constants and
damping torques may be adjusted for use with satellites at different
altitudes (e.g., between 600 nm and 19,360 nm).

7.3.1 Spring Design

Successful torsion spring designs have evolved using both steel wires
and flat beryllium -copper ribbons. The torsion springs must be under
sufficient tension to prevent the lateral forces (due to gravity dif-
ferentials, rotational motions, and environmental effects such as solar
radiation, etc.) from deflecting the rotor laterally beyond the established
clearance, thereby avoiding rubbing or sticking against the housing
stops. The lateral forces have been calculated to be smaller than 10 -alb
for the 6000-nm satellite previously described. An axial tension force of
6 lb will be more than adequate to resist forces of this level.

Two high -strength steel wires, each of 2 -in. length and 0.008 -in. diame-
ter, will meet all of the specified requirements and provide a torsional
spring constant of 0.36 X 10-3 ft-lb/rad. With a suitably designed end
support for the springs, a number of torsional fatigue tests have shown
that the springs are capable of withstanding in excess of I million cycles
at an amplitude of 60°. The static axial tension was 6 to 10 lb. This
number of cycles is equivalent to 5 times the expected numbers of libra-
t ion periods in a 20 -year useful life of the satellite.

7.3.2 Damping Torque Test Program

The torque -displacement relationship (e.g., Tdl versus a for pitch
displacement) has been measured for a damper unit at angular speeds
between 0.5 X 10-4 and 2 X 10-4 rad/sec (corresponding to a range of
angular speeds of 0.18 SI to 0.73 S/ at an altitude of 6000 nm). No de-
pendence of damping torque on the angular speed has been observed
in any of the tests, thereby verifying the assumption of velocity -inde-
pendent magnetic hysteresis damping. Measurements have been made
on a number of annular disks of various thicknesses made of cold -rolled



2230 THE BELL SYSTEM TECHNICAL JOURNAL, SEPTEMBER 1963

10

5

0

-5

-10

:,-- 7.1x10-5FT-LB--,\Td,--
0.9 Td ,

\
FULL LOOP/

MINOR
LOOPS

I
--.4.5°-

2CYC = 8* --)-1

1
i

1
1 1 I I 1 1 i

-20 -10 -5 -2.5 -1 0 1 2.5 5

a IN DEGREES
I0

Fig. 13 - Rotational magnetic hysteresis loops.
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steel, annealed and unannealed, and of V-Permendur.
torque, Td , depends on the volume of the disk, the applied magnetic
field and the degree of cold working of the material. A typical Tdl-a
curve measured on an unannealed cold -rolled steel (1010) is reproduced
in Fig. 13. The energy dissipated per cycle is proportional to the area
enclosed by the loops in the Tdl-a diagram. The slanted part of the
curve extends over an angular displacement, 2a ti 8°, as shown. When
the amplitude of the oscillation motion is less than a = 4°, minor loops
as shown in Fig. 13 will be traced out. An appreciable loop area is still
obtained even when a is as low as 1°.

Measurements have been made on the permeable disks after the disks
have been irradiated by an electron flux of 1017/cm2, which is roughly
equivalent to the highest electron radiation level anticipated within the
Van Allen belt for a period of 30 years. The results indicate that electron
radiation has very little effect on the damping torque. The effects of
proton bombardment at a flux of 3 X 1012 protons/cm2 have also been
found insignificant on the unannealed cold -rolled steel disks of 0.004 -
to 0.008 -inch thickness without shielding. This flux is equivalent to
the highest proton radiation level at 6000 nm for a period of 6 years.

It has also been experimentally observed that the damping torque is
relatively insensitive to wide temperature changes. The torque increases
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only 10 per cent at -40°F and decreases only 15 per cent at +250°F,
from its value at room temperature. The temperature of the damper can
be controlled within much closer limits in space by appropriate coatings,
if desired.

Vibration tests at a 20-g level over a wide frequency band show that
the damper will withstand launch conditions.

VIII. ANALYSIS OF DISTURBANCES AND ERRORS

In this section, we shall study the nature and magnitude of disturbing
torques which produce forced librational motion of a gravitationally
oriented satellite. In Sections 8.1 to 8.6, calculated values are given for
each disturbing torque and its corresponding libration angle.

In Section 8.7, the accumulative effects of all the disturbing torques
are summarized. It will be seen that the satellite has been so designed
that the gravitational torque dominates all disturbing torques at the
altitudes of interest.

It is obvious that the amplitude of steady-state librational motion
should be kept to a minimum in order that maximum gain can be
achieved from the earth -pointing antenna. For example, the theoretical
(solid angle) gain at 6000 nm is 14.5 db with no allowance for librational
motion. Allowance of a conservative tolerance
angle, to accommodate 10° libration amplitude, results in a 3-db reduc-
tion of theoretical antenna gain. However, it will be shown that the
steady-state librational amplitude will be less than 10°.

8.1 Solar Radiation Pressure

An incident photon beam from the sun to a surface element will be
partly absorbed, partly diffusely reflected and partly specularly reflected
by the surface, resulting in an exertion of forces in directions normal and
tangential to the surface element. These forces produce a net torque
about the center of mass of the satellite. A detailed enumeration of the
torques contributed by different surface elements on the two -body satel-
lite shown in Fig. 3 indicates that a net maximum solar radiation torque
of 0.5 X 10-4 ft -lb will act on the satellite. The magnitude of the gravita-
tional torque at 6000-nm altitude is 0.13 X 10-4 ft -lb per degree of angle,
0, off the local vertical in the orbital plane for small libration angles
(T m,x= 4512 (1 - 13) = 0.37 X 10-3 ft -lb at 0 = 45°). Thus, statically
the solar torque is balanced by the gravitational torque at 0 = 4°,
when the sun is in its most unfavorable position. From computer solu-
tions of the dynamics analysis in the pitch case, it is found that the
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satellite, which is provided with damping, will perform oscillations about
the local vertical of a maximum amplitude not greater than 4°. Both
the static and dynamic analyses neglected the rod deflections due to
solar heating, and the accumulative effects due to solar torque and rod
thermal bending will be discussed in the summary, Section 8.7. To be
certain that there are no effects which would cause the libration ampli-
tude to appreciably exceed 4°, it would be necessary to perform a three-
dimensional analysis.

The foregoing analysis was for a 6000-nm orbit employing the high -
deck configuration. For significantly higher orbits the low -deck configura-
tion would be preferred since it would experience less solar torque and a
correspondingly smaller deviation from the local vertical.

8.2 Residual Magnetic Dipole Moment

The traveling -wave tube employed in a communications satellite
such as the Telstar satellite contains two permanent magnets of equal
size with the opposite poles placed against each other, thus constituting
a quadrupole. Because of possible unequal strength of the two magnets
and of inhomogeneous magnetic shielding outside of the traveling -wave
tube, there would exist a net residual magnetic dipole moment in the
satellite. Both the dipole and the quadrupole moments will interact
with the geomagnetic field to produce torques. It can be shown that the
torque produced by the quadrupole moment is only about 1 per cent of
that produced by the residual dipole moment, when the moments of the
two magnets are off by as little as 0.1 per cent. The magnetic moment
of the Telstar satellite (produced mainly by the traveling -wave tube)
was largely cancelled by the addition of compensating magnets. The
residual dipole moment was 10-6 weber -meter, the magnitude of which
does not seem to have changed much after the satellite was launched into
orbit. The use of two traveling -wave tubes, as might be needed in the
commercial system, would not appreciably change the satellite's residual
magnetic moment.

Other magnetic dipole moments, which exist in the hysteresis damper
units and the electric motors of the rod extension units, have been
measured to be about 1.4 X 10-6 weber -meter (a value obtained by
adding all the moments scalarly) . Therefore, a total magnetic dipole
moment of 2.4 X 10_6 weber -meter may be expected in the satellite.
This value may be reduced by "compensating" the motor dipoles and
by further refinement of the cancellation techniques used on the Telstar
satellite. Assuming a maximum geomagnetic field of 2.71 amp -turn/
meter (0.034 oersted) at 6000-nm altitude, we obtain a maximum torque
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of about 0.65 X 10-5 newton -meter (0.48 X 10-5 ft -lb). Upon balancing
this torque against the gravitational torque in the manlier indicated
in the preceding Section 8.1, one finds a static libration angle of 0.4°.

8.3 Orbital Eccentricity

The eccentricity, E, of all elliptic orbit introduces a forcing torque on
the satellite. If the eccentricity is not excessive, the satellite will settle
down, as a result of damping, from an initial tumbling motion to a
steady-state forced librational motion. In this case, the forcing torque
due to eccentricity, 2E/S22 sin (Sit -Fioo) (where I = /2 or = /5), occurs
only in the equations of pitch libration. In the case of viscous damping,
the steady-state pitch librational angle has been found ;" however,
because of the complexity of the resulting mathematical formulas, they
will not be reproduced here. Since an analytical solution has not been
obtained in the case of magnetic hysteresis damping, the steady-state
libration angle of the earth -pointing body has not been evaluated
exactly. However, it may be computed approximately by replacing the
hysteresis damping by an equivalent viscous damping for the same
energy dissipation per cycle (good only for small oscillations). In so
doing, it is found that the libration amplitude 0 tr:', 3.6e radian, corre-
sponding to the numerical data given in Section 2.2.4 and for spring
constants and damping torques which fall in the range given in Section
VII. A few computer solutions for the case of hysteresis damping indi-
cate that 0 rt":-.), 5 radian. Guided final -stage vehicles are believed to be
capable of achieving orbit eccentricities below 0.005, which would result
in libration amplitude of about 1.5°.

5.4 Meteorite Impact

Based on Whipple's data,21 the meteorite flux rate to a spherical
surface in the neighborhood of the earth can be shown to be

c13 = CfiII meteorites per meter' per year (42)

for meteorites of mass > M gram in the range of 10-11 to 10-i gram.
The constant C (in gram/meter2-year) is found to be C = 4.16 X 10-5
according to Whipple and to be C = 20.8 X 10-5 according to Dubin.22
For meteorites hitting the deck body, which is at a distance L from the
center of mass of the satellite, it can be shown that the expected number
of meteorite collisions per year which result in satellite tumbling is

Nl
nC

= LA v 3vp/Ct (43)
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where v is taken to he the average speed of meteorites, A to be the
average surface area of the deck body (neglecting the shadowing effect
of the earth), I is the maximum moment of inertia of the composite
satellite, p = (I. - 10/1,, based on the composite satellite, and n is a
factor determined by the momentum transfer ( <1 for penetration,
= 1 for completely inelastic impact, = 2 for perfectly elastic impact,
and > 2 for hypervelocity impact when the material is blown backward
out of a nearly hemispherical crater). Equation (43) is based on an
analysis of the planar pitch motion of a single rigid body satellite, which
indicates that if an initial angular speed greater than V3pSZ is suddenly
imparted to a satellite, which is already in line with the local vertical,
the satellite will overcome a potential crest and turn over. Based on the
result for pitch motion, the expected number of meteorite collision per
year to give rise to angles of disturbance from the local vertical in the
range from 01 to 02 (<_90°) has been found to be

N2 = i. LA
nvC 1 1

4 1V3p4S2 Vin
(44)

sin 02)

Both (43) and (44) were derived in a simple manner by approximating
the deck as a spherical body. A more exact result can be obtained if the
meteorite flux rate is defined with respect to the projected area of a
body. In this case the resulting expressions for RI and 12 are similar to
(43) and (44), respectively, except that the coefficient (ir/4)LA is re-
placed by complicated integrals involving the projected area element of
various bodies and its distance from the mass center of the satellite.

Numerical values of 19' given in (43) and (44) calculated for the two -
body satellite with C = 4.16 X 10-5 are tabulated in Table VIII, from
which it is noted that the expected number of turnovers is 0.044 per year
(or once in about 23 years). If C = 20.8 X 10-5 is used, based on
Dubin's22 data, all values of 19- in Table VIII should be multiplied by a
factor of 5, and the expected turnover rate is 0.22 per year or once in
about 4.5 years. These disturbances will be hysteretically damped
down to a librational motion with amplitude of 5° in a reasonably short
time. For example, computer solutions indicate that the pitch amplitude
will be reduced from 45° to 5° in two to four orbital periods. In view of

the uncertainty of the meteorite flux rate, all numerical values calcu-
lated in this section are to be interpreted as order of magnitude estimates.

8.5 Cocked Angle Due to Rod Deflections

The extensible rods will be bent in a natural way and due to the ther-
mal effects, as analyzed in Section V. Consequently, the axes of principal
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moments of inertia of both bodies will deviate from their positions in
the case of perfectly straight rods, and the center of mass of the com-
posite satellite will not lie in the mast rod. As a result, the two bodies
may not be perpendicular to each other (or the springs between them
may not be in a neutral position) and the desired earth -pointing axis of
the satellite may be off from the local vertical by a small cocked angle
when the satellite is in a stable equilibrium position. Techniques have
been developed for measuring rod straightness so that the natural rod
bending in a gravity -free condition will not exceed a predetermined
value. It has been found possible to select rods so that the rod bending
will not exceed 1 foot for a rod length of 60 feet. This cocked angle
could be evaluated if we could find the position vector of the hinge joint
in the distorted configuration. A general error analysis has not been
made, since it is not known a priori in what way the rods might be
deflected. Based on the case of pitch libration, it is found that a deflec-
tion of 1 ft of a 60 -ft long mast rod will cause a cocked angle of about
0.7° in the case of the high -deck configuration. Assuming that the lateral
tip deflections of both the mast and deck rods occur in the same direc-
tion, the total cocked angle will be approximately 1.5°. For the case of
the low -deck configuration, the cocked angle would be appreciably less.

Rod bending can be caused by solar heating. As has been covered in
Section 5.2, the deflection for a 50 -ft long rod is expected to be about 2
feet when the sun is perpendicular to the rod. There is a cumulative
effect due to the mast and one pair of deck rods when the tips all bend
away from the sun during certain periods of the year. The cumulative
effects of these rods being bent produce a maximum cocked angle of 3°.
This cocked angle can he reduced to less than 1° by silver-plating the
rod exterior (the low absorptivity of silver, a 0.1, would significantly
reduce thermal rod bending due to a reduction of temperature dif-
ferential across the rod cross section). As will be discussed in the sum-
mary, Section 8.7, the effects of rod bending and solar torques are not
additive.

8.6 Miscellaneous Torques

Torques due to self -gravity and eddy currents have been found to be
much smaller than those discussed above. It can be shown that the self -
gravity torque acting on one body due to the attraction of the other
body is negligibly small compared to the gravitational torque at the
altitude of interest. This is due to the fact that the sizes of the two bodies
are not significantly different and that their masses are much smaller
than that of the earth. Eddy -current losses induced in the conducting
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materials of the satellite are small because of the low geomagnetic field
at the altitudes of interest and because of the satellite's low angular
speed. The torques due to self -gravity and eddy currents are less than
10-8 ft -lb. The torques produced by plasma effects due to the motion
of the satellite in the Van Allen radiation belts are believed to be small.
However, it is intended to make a detailed analysis of plasma effects.

8.7 Summary

In Table VIII, the maximum libration angles are summarized for each
individual disturbance for the high -deck configuration. By simply super-
posing the individual effects of the various torques, the maximum
steady-state libration amplitude is about 10° for the high -deck configura-
tion. However, the various maximum individual effects cannot simply
be added to obtain expected maximum libration amplitude. For example,
the effect of solar torque and solar rod bending are not additive. The
solar torque causes the deck assembly to rotate about the center of mass
of the composite satellite in a direction away from the sun, whereas the
rod bending due to solar heating causes an effect in the opposite direc-
tion. A quantitative analysis is being made of the compensating effects

TABLE VIII - EFFECTS OF DISTURBANCES FOR A 6000 -NM SYSTEM

Sources
Maximum Magnitude Approximate Librational

(ft -lb) Angle

Pitch gravity torque: 1.3 X 10-6 per degree off the local vertical

Solar radiation*
Rod deflection*

Natural bending
Solar heating

Orbital eccentricity
Magnetic dipole moment
Self -gravity and eddy current

5 X 10-5
See text

See text
0.48 X 10-s
Negligible

4°

1.5°
3.0°

1.5° for e = 0.005
0.4°

Negligible

Effects* of Meteorite Impact

Angle from the Local Vertical
N, Expected Number of

Occurrences per Year
Period of Occurrence in Years

5°-15° 0.336 3

15°-30° 0.082 24

30°-50° 0.031 33

500-70° 0.011 94

70°-90° 0.003 355
5°-90° 0.460 2

>90° (turnover or 0.044 23
tumbling)

* Computed for high -deck configuration.
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of these two disturbances. Should it develop that the disturbances do
not substantially compensate for each other, silver-plating the rods would
reduce the effects of both disturbances to less than 5°, rather than 7°,
which is the sum of the two disturbance angles. The effects of the other
disturbances - natural rod bending, orbit eccentricity, magnetic dipole
moment - would not be added to give a total angle of 3.4°. Hence for
the high -deck configuration, the final librational angle is expected to be
well under 10°. For the low -deck configuration, the librational angle
would be expected to be somewhat smaller than that for the high -deck
configuration.

IX. CONCLUSIONS

The theoretical feasibility of the proposed PGAC system has been
amply demonstrated by more than one hundred computer runs based
on the dynamics analysis' of the ideal two -rigid -body system. Computer
simulations made with a wide variety of initial conditions showed that
the system stopped tumbling and then, within about 7 orbital periods,
settled down to a state of small oscillations about an earth -pointing
direction. It has also been indicated that disturbing influences, such as
solar radiation pressure and orbital eccentricity, produce oscillations
of less than 10° for a 6000-nm orbit.

The rods have been shown to possess adequate rigidity, to be fully
capable of withstanding the loads imposed during the extension phase,
and not to undergo excessive bending due to solar heating.

On the basis of comprehensive studies and tests, it is believed that
the PGAC system described in this paper is fully capable of meeting
all its design objectives, including compatibility with multiple launch
procedures, and that it will provide a significant advance in communica-
tions satellites practice.
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Dynamics Analysis of a Two -Body
Gravitationally Oriented Satellite

By H. J. FLETCHER,f L. RONGVEDt and E. Y. YU
(Manuscript received July 27, 1962)

The rigid body motion of a two -body satellite under the action of gravita-
tional torques is analyzed. The satellite consists of two rigid bodies connected
by a universal joint where damping is provided in the two journals. The
motion of the satellite relative to the mass center thus has five degrees of
freedom, two of which are provided with energy dissipation. It appears that
the rigid body motion of such a composite satellite will automatically con-
verge upon a motion in which a given axis of the satellite is earth -pointing.

The equations of motion are derived directly from those of Euler. Neces-
sary stability criteria are established. Numerical solutions for a practical
scheme are presented.

I. INTRODUCTION

This paper deals with the analysis of the rotational motion of a satel-
lite consisting of two rigid bodies connected by a hinge mechanism of
universal joint type. The rotational motion of the satellite thus has five
degrees of freedom; the two degrees of freedom that involve the relative
motion between the two bodies are provided with energy dissipation.
It is found that any motion of the satellite with respect to the local
vertical always involves relative motion between the two bodies. There-
fore, the damping at the hinge joint dissipates not only the relative
motion of the two bodies but also the motion of the satellite with respect
to the local vertical. The satellite will then converge upon a stable mo-
tion in which a specified axis of the satellite will remain close to the local
vertical.

The equations of motion are derived directly from those of Newton
and Euler. This approach naturally suggests several additional de-
pendent variables and results in numerically workable equations. This
is not the case in the Lagrangian formulation.

There are several practical problems involved in this scheme of pas -

f Inc.
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sive gravitational orientation. One problem is to make the gravitational
torque dominate over all other disturbing torques. A novel solution to
this problem, which employs extensible rods, has been given by Kamm.'
Another problem is the development of the hinge dissipative mechanism.
A viscous mechanism is described by Kamm,' whereas a hysteresis
mechanism is suggested in this paper. These practical matters are not
the substance of this paper; they are used as illustrations for the nu-
merical treatment of a practical design.

II. GENERAL EQUATIONS OF MOTION

Consider a satellite which is constructed of two rigid bodies, with
masses m1 and m2 , hinged at a point H. The centers of mass of the two
bodies are denoted Si and 82 and the center of mass of the composite
satellite is denoted So . Let the earth's center be 0 and let P1 and P2
be arbitrary points of body 1 and 2. Also, denote OP1 = R1, 081 =
el , 080 = e, 0S2 = e2 , OP2 = R2 81P1 = r1 , S2P2 = r2 , HAS1 = ,

H82 = 22 (see Fig. 1). (Note: 21 and 22 represent vectors, while 11 and
12 which appear later represent their respective magnitudes. See Ap-
pendix for list of symbols.)

Let us introduce the following notations:

, (au = angular velocity of body 1, 2,

TH = reactive torque transmitted through the joint on body 1,

F11 = reactive force transmitted through the joint on body 1,

T, , T = resultant torque on body 1, 2 exclusive of TH

F, , F2 = resultant force on body 1, 2 exclusive of FH ,

ni, , m2 = mass of body 1, 2,

= mim2/(mi + m2) = reduced mass of the system,

m = m1 + m2 = total mass of the system,

(Di , 402 = moment of inertia dyadic of body 1, 2.

Newton's and Euler's equations can now be written as

F1 + = m1i1 (la)

F, - F = M21/2 (lb)

(i), ;AI + (or X 4101- (or = Ti -1- T - szi X F,, (1e)

(I' Ga. ± WI' X (J T2 -T -f- rt2 X F (1d)
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where the dots indicate time derivatives with respect to an inertial
frame. Because of the constraint imposed by the hinge, the following
relations are satisfied

= 0 ± (21 - 22)
na

or

(2a)

02 = + (22 - - (2h)

Addition of (la) and (1b) yields the following vector equation which
governs the motion of the mass center So

+ F2 = (3)

Using ( la), (2a), and (3) we may solve for I'm

Fff = M-1 F2 -M1 Fl + ?Ti(el - k2). (4)
m m

Inserting (4) in (lc) and (1d) and using the fact that
21 = cui X 21 and ,:ei = (dr X 21 + WI X ((dr X 21) ,

etc., equations (1c) and (id) become

tiol'(:)/ + car X 01164 = T1 + TH

{
M2 MI

+ Z+1 X F1 - F2 + fit ItaII X (Call X ,i22 ) + (:)11 X ,42.21I
'

(5a)

41)2/ (:)fl (all X .2' III = T2 - Tit

{
110± 22 X M1- F2 ---.,

F1 + in[(ili X (6)I X 21) + (;)I X 211} (5b)
m nr

where = (Di + fir( - 212i), i = 1, 2, and I is the unit dyadic.

III. GRAVITATIONAL FORCE

The earth's gravitational field is taken to be radially symmetric. The
gravitational force, dG, , acting on an infinitesimal mass dmi at Pi is
then

dGi =RR (6)
i3

where p, = gRg2 with g being the gravitational acceleration at the earth's
surface and RE being the earth's radius. From Fig. 1
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Fig. 1 - Vector displacement diagram of a two -body satellite.

dGi = - dmi2
(ei ri)

Pi

(1 20iri
Piz Piz

[ A 3/10-, 1

= - dmi ei - A dmi ri + (pc ri) dm.; + 02 (-)] (7)
Pia Pia

Pis Pit

where the last quantity represents terms of order /2/p i2 and higher and
/ is the maximum linear dimension of the satellite. These higher -order
terms are neglected in the analysis. Since Si is the center of mass of
body i

fri dmi = O.
ma

Hence G1 , the gravitational force on body 1, is

G1 - Arnie' [1. + (-L2 )1
P13 pie

or, by (2a)

2= [- A" +
Pia3

(22 - 21)  (I - 31515) + (1-).] (8a)
Ps
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Similarly,

2243

G2 = [ AM329 117 (22 - 21)  (I - 3/1/5)
/

1[1 + (8b)

where the symbol "^" denotes a unit vector. Using (7), the gravita-
tional torque acting on body i about the center of mass is given by

= f r, X dG1 = -3/1 X tilij3 [1 + i = 1,2. (9)
P3

Let Fi = Ft' Gi , Ti = Tat i = 1, 2. Substituting in (5a,b)
with the gravitational torques in (9) and the gravitational forces in (8)
with terms of OW p) and 0(/2/p2) neglected, the general equations of
rotational motion of two hinged -connected rigid bodies become

3/1(h,' + co' X tbi wr = - P X .1, P
P3

+ 12171, (,,ei X j22 - 3,e1 X PP 22) + TN
(10a)

- eel X F2 + oei x F1'

 in(6)11. 2221 X cilia 0,112,121 X L2 + -e1.224)11 - 222,..411),

. ,

(02 -t- X = /3 X (1)2'13
P.'

 12171. (X2 X 421 - :3,e2 X i3,5*,ti) + T2' TH
P3 (lob)

- ,e2 X F1' + X F2'
in m

 771; (64 2122 X col - (.01222 X £ 22.21(;)1 - 2122.41)

Note that T1' and T2 are the resultant torques imposed on body 1 and 2
by some external sources other than gravity. They do not include
torques arising from the reaction of one body upon the other. Simi-
larly, F1' and F2' are the resultant forces on body 1 and 2 due to ex-
ternal sources other than gravity. They do not include the reaction of
one body upon the other. Thus both these torques and forces are worked
out as though the bodies were not connected. Various environmental
disturbances, like solar radiation pressure or interaction of a magnetic
moment in the satellite with the geomagnetic field, may be taken into
account by assigning appropriate values to Ti', T2', F1', and F2'. This
subject is not treated here to conserve space.
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From (8a) and (8b) it is seen that

G1 + G2 = (11a)

If the gravitational forces are the only ones in F1 and F2 , then (3)
becomes

= -
P3

(lib)

The solution of this vector equation is an elliptical orbit of So , inde-
pendent of the rotations of the satellite, because of the fact that terms
of 0(/2/p2) have now been neglected. As the earth's gravitational field
is assumed to be radially symmetric, the orbital plane is fixed in the
inertial space.

IV. COORDINATE SYSTEMS

Four reference frames are used to describe the motions of the satellite.
The first frame has its origin at the geocenter 0 with the Z-axis

through the perigee of the orbit and with the Y-axis in the direction of
the orbital angular momentum. The X-axis is chosen to form a right-
handed set of axes (see Fig. 2). This coordinate system is taken to be
inertial.

The second is an earth -pointing frame. It has its origin at the satel-
lite's center of mass, So , with the z-axis along 020 making an angle 4i
with the Z-axis. The y-axis is parallel to the Y-axis, and the x-axis is
chosen to form a right-handed system. The relationship between the unit
vectors of the coordinate systems 0-XYZ and So-xyz is

o

= o 1 o 477 (12)
tp 0 cip 2

where S and C are abbreviations of sine and cosine.
The third frame has its origin at Si with axes S1-xiyizi along the

principal axes of inertia of body 1. Euler parameters2 are employed to
describe the motion of S1-xlyizi relative to So-xyz. The transformation
is given by

1;1

111) = (a ii) (fi
.',

(13a)
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0

(GEOCENTER)

Fig. 2 - Coordinates of the rotating and nonrotating frames.

where

2245

E2 - + x2 2(t.rix)2( - nx)
(a,i) = (2(En - + 772 - s2 + x2 2(Ex nt) (13b)

2(E( nx) 2(-0( + 770 -2-n2+ + x2)

= 1, 2, 3 representing rows and columns respectively, and
E2 n2 x2

1. (13c)

The fourth origin axes
principal axes of inertia of body 2. If a universal joint is used, the relative
rotation of the second body can be completely specified with only two
angles, namely a, the rotation of the journal in body 1, and f3, the rota-
tion of the journal of body 2. When these two journals are directed re-
spectively along ti and y2 , then the transformation from S1-xmizi to
52-x2y2z2 is given by

:02) = (b11) (11/:\
\11

where

(14a)

Sa 8)3 -Ca SO
(b,5) = 0 Ca Sa ). (14b)

SIB - Sa C13 Ca CO

The constraint equation 1142 = 0 is automatically satisfied by the in-
troduction of the two coordinate parameters a and The angular
velocities of the two bodies are

= 1h) + N11.1 + X21)1 (15a)
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where

and

Ai = 2(Xt .77" (15b)

X2 = 2( -7x) (15c)

X3 = 2erik - xF - (15d)

wII = fin + rij2 (15e)

V. SPECIALIZED EQUATIONS OF MOTION

Let us specialize our satellite so that £2 = 0 and cei = . We
assume gravity to be the only external force, i.e., T1', T2, F1' and F21 in
(10) are taken to be zero. Then equations (10) are equivalent to those
derived from two bodies connected at their centers of mass except that
the inertia dyadic 4)1 is replaced by tbi defined in (5) (02 = as
2 = 0). The two bodies are connected by a universal joint, which is
characterized by an interposed weightless body, having two perpen-
dicular journals as previously described. The torque TH , transmitted
through the universal joint, consists of the constraint torque T, , the
elastic restoring torque Tr , and the dissipative torque Td . The com-
ponents of the latter two along the journals xi and y2 are specified by
subscripts 1 and 2 respectively. Hence TH can be written as

T,, = TC:t1 X P2 + (Tr1 Td141 + r2 T d2)2 

Let

I1= 41.

= 41)].'Pi

(16)

(17a)

(17b)

/3 = (17c)

/4 = 42  S;2 (17d)

/5 = 0/2  P2 (17e)

'6 = 02  i2 ( 171)

(1%(i = 1, 2, 3) = components of to/ along :gi , pi , zl (17g)

ce,(i = 4, 5, 6) = components of wir along P2 , z2 . (17h)

From the orbit equation (11b), the following relations can be derived

-
2)4

+ 6002 (18)
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G -311 - (1 + fc\03p3 (1 _

where

3Q2
(19)

e = eccentricity of the orbit

St = 27 divided by the orbital period.

Euler's equations of motion (10), simplified for the specialized satellite,
are written out as

/16.4 = - /3) (co2w3 - Gn2n3) dl (20a)

1262 = /3 - 11) (cowl Gn3n1) (T,.2 T d2)C (X TcSa ( 20b)

/363 = (1-1 - 12) (coic02 - Gnin2) Td2)Sa T,Ca (20c)

/464 = (/ - /6) (w5w6 Gn6n6) - (TA Ta)C13 T,S13 (20d)

/6(.4 = (16 - 14) (W6W4 - Gn6n4) - Tr2 Td2 (20e)

I66)6= (r4 - 15) (.4.5 - Gn4n6) - T,,1) SO - T,C13 (20f)

where

ni = ai3

ni43 = V3
Uiktbk3

(see 13b) i = 1, 2, 3

(see 14b) i = 1, 2, 3.

(20g)

(20h)

Because of the constraint &# = 0, a relation must exist among the
six wi's. Such a relation, i.e., (Gn - on)  (11 X = 0, can he ob-
tained from (15e). This yields the following relationship:

co2Sa - w3Ca - 04813 + co6C13 = 0.

If (21) is differentiated and equations
known T, is found to be

T, = (s2a c2a S2$ c2:3y

isa

(21)

(20) are substituted, the un-

R - i1)(w1w3 - Gn1n3) (Tr2 Td2) Ca]

Ca TNI
[(Ii- /2/ kwico2 - Gn1n2) (T Td2) Sal

-11;

-IN [(15 - 16)(c05,06 - Gn6n6) - (Tr' + GA
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Ci3 1 [(14 - /5) (w4.% - Gn4n5) - Tr' Tdl) SNJ

 a(w2Ca co3Sce) -/(0)4C(3 (ASO)} ( 22)

Equations (20) could be considered as a system of six second -order
equations in six unknowns E, x, 13, while tk is determined from (18)
and the wi's from (15). For computation purposes it is convenient to
also leave the wi's as dependent variables. Equations (15) give

= 2(xXi - n2 + nX3)

= xA2 - ,SX3)

(2:3a)

(23b)

= + 02 + xXa) (23c)

= - nX2 - ?"X3) (23d)

= -wi we/3 + cAnS/3 (23e)

= - 6)2C« - co3Scy (.46 (23f)

Xi - = 1, 2, 3. (23g)

There are now 12 first -order equations, (20 a -f) and (23a -f), in the un-
knowns E, n, x, a, 0, W2 , W3 , W4 W5 , and co6 . If Euler angles had
been used instead of Euler parameters, there would be certain positions
of the body for which the derivatives of the angles have a singularity.
However, no singularities occur when Euler parameters are used, as can
be seen from (23). It should also be noticed from (13b) that the matrix
fixing the body position is not changed if the coordinates (, x) are
replaced by -s, -n, -r, -x)
VI. DISSIPATIVE AND ELASTIC TORQUES IN THE UNIVERSAL JOINT

To completely define the problem it is necessary to specify the elastic
and dissipative torques Tr and Td

6.1 Damping Torques

Two types of damping torques are considered here. The first is viscous
damping of the linear velocity type; the torque on body 1 has two com-
ponents

Tdl = CIA (24a)

Td2 = C2h2 (24h)

where C1 and C2 are viscous damping coefficients.
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The second is of magnetic hysteresis type. The damping is furnished by
hysteresis losses produced by the relative motion of a permanent mag-
net and a permeable material. The torque in the x, -direction might be
approximately expressed by the following process. If a > 0, the torque
would be represented in region I in Fig. 3 by

Tdl
a - a*

= Tdl*
m
/ dl a

(25)

as long as I T di I < Tid where a, T d1 are constants and a*, Tdi* are the
values of a, Td, when a last changed sign. After I Td, I reaches Tdl then
Tdl remains at Td, as long as a does not change sign. This is represented
as region II in Fig. 3. If a changes sign, then (25) applies and the proc-
ess is repeated. This is represented by region III of Fig. 3. T d2 is defined
by replacing a by /3 and subscript 1 by 2 in (25). According to this
idealized hysteresis, no energy is dissipated in region III. In an actual
device, energy would also be dissipated in this region because of minor
hysteresis loops. The chief advantage of magnetic hysteresis damping
is that it is amplitude dependent instead of velocity dependent, since
the librational frequency, which is of the order of the orbital frequency,
is too low to make the velocity damping effective. Other merits of the
magnetic hysteresis damper will be stated in the descriptions of a prac-
tical design for a numerical computation.

Td, 

d

U

1

Fig. 3 - Magnetic hysteresis damping torque produced by a magnetic device
on the x, -journal.
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6.2 Elastic Torques

It is assumed that each journal is furnished with a linearly elastic re-
storing torque produced, for example, by the torsion of a wire. The torque
acting on body 1 is given by

T,1 = kiCdi

T72 = 4.2.42

where k1 and k2 are spring constants.

VII. MISCELLANEOUS TORQUES

(26a)

(26b)

Many other torques such as those due to interaction of the satellite's
magnetic moments with the geomagnetic field, solar radiation, self -
gravitation between two bodies, and plasma effects will act as forcing
terms in the equations of motion. By proper design, these torques can
be made small compared to the gravitational torque. However, since the
gravitational torque varies inversely as the cube of the geocentric dis-
tance, it may not necessarily dominate in the orientation of satellites in
very high orbits. Also, in very low orbits, aerodynamic drag may be big
enough to upset the orientation. If long rods are used with weights on
the ends, the gravitational torque can be made to dominate for a certain
range in altitude.

VIII. EQUILIBRIUM AND STABILITY

Let us consider only the equilibrium position

(,n,t,x,a,13) = (0,0,0,1,0,0)

in which the x1 , yi , zi axes are lined up with the x,y,z axes. For viscous
damping, the stability criteria for the position (0,0,0,1,0,0) can be found
by linearizing the equations of motion about this position. The same sta-
bility criteria are obtained for equilibrium positions found by rotations
of 180° around the x, y, and z axes, i.e., (1,0,0,0,0,0), (0,1,0,0,0,0),
(0,0,1,0,0,0). For hysteresis damping, there will be an infinite number of
stable equilibrium positions. All of these can, however, be made suffi-
ciently close together to either one of the above four equilibrium posi-
tions, thus maintaining an axis in the satellite nearly in line with the
local vertical.

From the definition of Euler parameters, the infinitesimal angles of
rotation about the x1 , yi , and z1 axes are El = 2E, ni = 2n, = 21-, de-
fined as the roll, pitch and yaw angles. If n2 , are the infinitesimal
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angles that the principal axes of body 2 make with respect to the rotat-
ing coordinate system So-.ryz, and a and are small, then

E2 = a + 1 (27a)

n2 = 0 + (27b)

t.2 = (27c)

In the linearization process, we take the eccentricity of the orbit, e'
to be small in order to insure the realization of the infinitesimal angles'
This is necessary in view of the well known result of the satellite pitch
motion that the angular excursion produced by the eccentricity is of the
same order of magnitude as the eccentricity itself. From (18) 4 becomes,
with zero phase angle,

= 2eSSU o(e2). (28)

To linearize the general equations of motion given by (10), let us assume
viscous damping as expressed in (24) and linear restoring torques as
given in (26). The perturbing torques and forces, Ti and Fs' (i = 1, 2),
are neglected. Also, let LI = -Gel and 22 = 1222. Then, equations (10)
are linearized to the following:

L1C/2 C1'(f11 - *2) d1n1 - 1,'1'772 2d22(1 L1)80t

2 + 112771 + C2'(n2 - ni) d2n2 - 1.2'771 = 2112(1 + L2),SSIt (29b)

+ NA + C1" (t1 - k2) qiiVc u1E1 - k16 = 0 (29c)

E2N2+ C2" ( t2 + q2ctk + u2E2 - k2E1 = 0 (29d)

( - f1 - .12)s4' - ofiti - S2f2t2 = 0 (29e)

where

L1 = ird,C2//2 ,

CI' = C2/12

ki' = k2/12

di = 302( -
d2 = 3E22( Li -

N1 = ih(it2//i

CI" =
/CI/I1

,

gl = ± 13

L2 = iVit2//5

C2 = C2//5

k21 = k2//5

/3)/12 3g2L1 kl'

16)1/5 3g2L2 k2'

N2 = Flfir2//4

C2" = C1/1-4

- 12)/11
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q2= (14 + 16 - 1.5)1I4

= 402(1 - 3N1/4) k1/11

112 = 422(1 - q2 3N214) k1/14

ki = k1//1 - (12N1 , rc2 = k1/1-4 - 02N2

fl = (11 + 13- 12)1(13 + 16), f2 = (14 + /6 - /5)/(13 + /6).
It should be noticed that the pitch equations (29a,b) do not depend
on ti , t2 r and are decoupled from the roll and yaw equations (29c,d,e).
The eccentricity enters as the amplitude of a forcing term in pitch but
not in roll and yaw. The transient part of the pitch libration can be solved
from (29a,b), excluding the forcing terms, by substituting with

= Bi et , i= ],2.
The resulting characteristic equation in s is then

(1 - L1L2)84 + (C1' + C2' + CI'L2 C2 1.1)s3

+ d2 k1/L2 1c2'L1)82

(d1C2' d2C1' - C2 k2 - C2108 + (cl1c12 - = 0. (30)

The pitch motion is damped about (0,0,0,1,0,0) if and only if the Routh -
Hurwitz conditions' are satisfied. This insures that the real parts of the
roots of (30), representing the damping constants for the two principal
modes, are negative. These give

Ix > Ix (31a)

- /3 ± WA)k2 > - 302 (14 - /6 + ffi(1(2) (3111)
Ix - IZ

/3 ± fil14 /4 /6 ± int14
12 + + 71146

where

(31c)

Ix =11+ II+ 2infif2

I, = 12 + 15 + 2w1r2

IZ = 13 + /6

Ix , Ib , Ix represent the moments of inertia of the composite body about
So . Condition (31a) is the same as that of a single rigid body. Condition
(31b) states that k2 must be larger than a certain critical value if one
body is unstable (e.g., /4 - /6 + mt1I2 < 0). This value is zero if both
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bodies are stable by themselves. It can be shown that there cannot exist
a cocked equilibrium position in pitch if the parameters are such as to
make the position (0,0,0,1,0,0) stable. Condition (31c) implies that
there exists an undamped motion if the equality sign holds. This rigid
body motion has a frequency car, given by

wr2 3g2 - + ?WA)
12 + ffitit2

The roll and yaw equations (29c,d,e) are all coupled. This justifies
the use of a damper only for roll. Up to first -order terms, there are no
forcing terms due to eccentricity. The characteristic equation is

bliss Ns' + b4s4 b3s3 b2s2 b1s = 0 (33)

where

bo = 92(1fl- 12) (u1u2 - 1U2)

bi = 92(1 - .11 - ,i2) (C2"u1 Ci"u2 - rc1C2" - k2Ci")

(32)

b2 = p2(1 - - f2) (u1 + u, + N11L2 +

Q2(fiq2ki .1.2q1k2 f1q1u2 f2q2u1)

+ 71171, - kik,

b3 = Q2(1 - - f2) (C1" + C2" + C2"N1

Cl" (742 S22f1q2 02f 2g2- k2)

C2" (u1 ii2f2q1 C12,figi - ki)

C1"N2)

b4 = Q2(1 -f 1 - A) (1 - N1N2) + ul + u2 + N1rc2 + N

+ (fig' f2q2 - - f2q1N2)

bb = C","(1 + N2) + C211(1 N1)

b6 = 1 - N1N2

The Routh -Hurwitz stability criteria are

bo > 0, b1 > 0,

b1 bo 0

b3 b2

b5 b4 1)3

b1 bo

b3 b2
> 0,

b1 1)0 0 0

b3 b2 b1 b0 > 0,

b5 b4 b3 b2

0 1)6 1)5 b4
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b1 b0 0 0 0
b3 b2 b1 bo 0
bb b4 b3 b2 b1 > 0, b6 > 0.
0 b6 b6 b4 b3

0 0 0 b6 b5

If these are satisfied, there will be three more modes of damped libra-
tions. Due to the coupling between the roll and yaw librations, the yaw
libration can be damped out by the roll damping, as can be observed
from (29c,d,e), although no yaw damping mechanism is provided in the
present scheme. Hence, all modes can be damped out and the satellite
will oscillate with some steady-state amplitude about an equilibrium

--DAMPER UNIT

Fig. 4 -- Gravitationally oriented two -body satellite with extensible rods.
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position. Some of these conditions are too complicated to give any physi-
cal insight. However, some are quite simple and are given below.

Since the parts of bo , b2 and b4 which involve k1 are (k1/C1)11
(k1/C1)b3 , (ki/Ci)bo respectively, multiplying the odd columns of the
Hurwitz determinants by k1/C1 and adding to adjacent columns will
eliminate the k1 terms. Hence the only condition on k1 is bo > 0, i.e.,

[4(12 - 1.3 + 771(1(2)(16 - 16 + 77142)
42421

> (34)/z - 1y

As k1 and k2 approach infinity, the satellite becomes one rigid body. Since
the stability conditions are not changed by an increase of k1 (and k2),
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0.2

cb
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-0.8

I I 1 I

-10
0 1.25 2.50 3.75 5.00 6.25 7.50 8.75 10.00

TIME (ORBITS)

Fig. 5 - Angular variation between the zraxis of the satellite and the local
vertical for a hysteresis damper, cos O.
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it appears that the single rigid body criteria for roll and yaw stability
are necessary. These are

where

1),P, > 0

1 + 3Px PxPz > 41/PiP2

Iy Iz ly Ix
Ix Iz

(35a)

(35b)

and I, I, , and Ix are given in (31). Condition (35a) can be verified
from the inequality th > 0. Other necessary conditions in the case of

= 0 are found from the third -order Hurwitz determinant to be
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(I, - I,) (I, - 4I) > 0
and

15 - 16 z12- 13
1,

IX. BISTABILITY

(35c)

(35d)

The satellite is in a stable equilibrium position if the zraxis is in line
with the local vertical (i.e., the z-axis) pointing in either direction. If a
directional device such as an antenna or a camera is used along the
negative zraxis, it may point at or away from the earth. The equi-
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librium positions (0,0,0,1,0,0) and (0,0,1,0,0,0) correspond to the device
pointing toward the earth, whereas (1,0,0,0,0,0) and (0,1,0,0,0,0) cor-
respond to the device pointing away from the earth. In the latter case
an inertia wheel in the satellite can be activated with a predetermined
number of turns, and the satellite can be rotated 180 degrees so that the
device will be earth -pointing. The equations governing this turning are
given by (10), where the applied torque on body 1 is approximately

T1' = - -
t
[J. (Cal S8#1)] (36)

where J. is the angular momentum of the inertia wheel and 5 is the angle
between the xraxis and the axis of the inertia wheel. Another scheme

-3

4

-5
1.25 2.50 3.75 5.00 6.25 7.50 8.75 1000

TIME (ORBITS)

Fig. 8- Component of angular velocity of the satellite along the y1 -axis for
a hysteresis damper, coda.
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would be to use two devices, one on each side of the satellite, directed
along the positive and the negative direction of the zraxis respectively.
Only the one that is earth -pointing would be activated.

X. NUMERICAL RESULTS OF A PRACTICAL SCHEME

A practical scheme, as shown in Fig. 4, is suggested here for a com-
munications satellite. The particular construction, employing extensible
rods and tip masses, is to effect large moments of inertia so that the
gravitational torque will dominate over all disturbing torques. Body 1
of the satellite, which consists of the satellite's main structure (with
directional antennas) and a mast rod, is to be earth -pointing. Body 2,
being an auxiliary body for attitude -control purpose only, is constructed
of two rods and is in an unstable position with respect to the local vertical.
These rods are extended, upon ejection from the launching vehicle's

cb
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Fig. 9 - Angular variation between the z1 -axis of the satellite and the local
vertical for a viscous damper, cos B.
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final stage, by unrolling from sheet metal drums. The universal joint
employs torsion wires to produce elastic restoring torques and provides
hysteresis damping by relative displacement between magnets and a
permeable material. (See Fig. 5 of companion paper.')

The advantages of magnetic hysteresis damping are that it is ampli-
tude dependent, insensitive to temperature variation, involves no sliding
parts and requires little weight. Coulomb friction damping, while also
amplitude dependent, is less desirable because of possible cold welding of
sliding parts in the high vacuum of space. Velocity -dependent damping
by employing viscous fluids is believed to provide lower damping for a
given weight, and the viscous fluids involve questions of temperature
sensitivity.

All the parameters are chosen based on the adjusted moment of inertia,
Il , of body 1 subject to stability criteria and other necessary considera-
tions. The stability criteria (31b) and (34) specifying the critical values
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Fig. 10 - Relative angle about the xrjournal for a viscous damper, a.
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Fig. 11 - Relative angle about the y2 -journal for a viscous damper, ts.

of k2 and k1, respectively, which are derived from viscous damping, are
found to apply approximately also in the case of hysteresis damping.
These parameters are: ./7/1 = 1.00, 0.003, 0.159, 0.381, 0.540
(i = 2, , 6); k = 1.131, 2.238 (i = 1,2); for a hysteresis
damper: 7'd,g1ft2 = 0.159, 0.216 (i = 1,2), a = = 2°; for a viscous
damper: C;//1St = 0.870, 1.281 (i = 1,2). With the above value of
the viscous constant C2, the amplitude of the lower mode of pitch
libration can be reduced according to (30) by a factor of e in 0.22 orbit,
which is close to the optimum. The optimum in the case of pitch mo-
tion was found by Zajac5 to be 0.137 orbit. Equations of motion (20) t
depend only on the above dimensionless parameters and are independent
of II and fl as long as t is measured in fractions of an orbital period. Some
initial conditions which might simulate a micrometeoroid impact or the

t Equations (20) were programmed on an IBM 7090 by Mrs. W. L. Mammel.
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motion after the erection of the rods are at t = 0 . - 13 0,

x = 1, (01 = co2 = 50, 0)5 = 2, (03 = co4 = 0)6 = 0. Figs. 5-8 represent
the computer solution of equations (20) using a magnetic hysteresis
damper. In Fig. 5, 0 is the angle between the z1 -axis and the local vertical.
The satellite stops tumbling after four orbits and settles to within 10° of
the local vertical after six orbits. The satellite librates about a cocked
equilibrium position indefinitely due to the forcing torque of orbital ec-
centricity ( = 0.01). The pitch angular speed of body 1, W 2 , approaches
one revolution per orbit, which is the proper speed for an earth -pointing
satellite. Figs. 9-12 show similar results of a viscous damper. In this
case the satellite ended up in an inverted position.

Effects of the environmental disturbing torques, such as those due to
solar radiation and the interaction of the magnetic moment in the satel-
lite with the geomagnetic field, have been investigated, although the
results are not included here. Cases with various other initial conditions
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Fig. 12- Component of angular velocity of the satellite along the y, -axis for
a viscous damper, coda.
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have also been computed. All these results indicate that gravitational
orientation of a two -body satellite is feasible.

APPENDIX

Nomenclature

A.1 Latin Symbols

ai; = direction cosines of 81-xiyizi frame with respect to So-
xyz frame (i,j = 1,2,3)

N.; = direction cosines of 82-x2y2z2 frame with respect to Si-
xlyiz, frame (i,j = 1,2,3)

b, = coefficients of characteristic equation of et , E2 (1

0, 1, , 6)
Bi = complex constant of ni (i = 1,2)
C = cosine operator
C1 = viscous damping constants of ce,# (i = 1,2)

C1', Ci" = adjusted damping constants of a,/3 defined in equations
(29) (i = 1,2)

= coefficients defined in equations (29) (i = 1,2)
fi = moment of inertia coefficients defined in equations (29)

(i = 1,2)
FH = force on body 1 due to reaction of hinge
Fi = resultant force on body i exclusive of F,, (i = 1,2)

Fi' = resultant force on body i exclusive of gravity and F,,
(i = 1,2)

g = acceleration of gravity on the earth's surface
G = quantity defined in equation (19)

Gi = gravitational force on body i (i = 1,2)
H = hinge point
I = unit dyadic

Ii = adjusted moments of inertia (i = 1, , 6)

Ix , I,, , I= = moments of inertia of composite body about the common
center of mass

, = angular momentum of inertia wheel
L, = spring constants producing torques in xl , y2 directions

(i = 1,2)
= adjusted spring constants defined in equations (29)

(i = 1,2)
/ = maximum linear dimension of the satellite
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=  position vector of center of mass of body i from hinge
(i = 1,2)

Pi = magnitude of 2i = 1,2)
Li = coefficients defined in equations (29) (i = 1,2)
m, = mass of body i (i = 1,2)
m = total mass of satellite
ill = reduced mass
ni = direction cosines of z-axis on 81-xly1z1 and S2-x2y2z2 frames(i=1,,6)

1V i = coefficients defined in equations (29) (i = 1,2)
0 = center of the earth

Pi = arbitrary point in body i (i = 1,2)
Pr , P,, , Pz = ratio of moments of inertia in equations (35)

= coefficients defined in equations (29) (i = 1,2)
r, = position vector of Pi from center of mass of body i (i =

1,2)
= position vector of Pi from 0 (i = 1,2)

RR = mean radius of the earth
S = sine operator
s = variable in characteristic equations

SO = center of mass of satellite
= center of mass of body i (i = 1,2)
= time variable

T,, = reaction torque transmitted through the joint on body 1
T, = resultant torque on body i exclusive of T, (i = 1,2)
T/ = resultant torque on body i exclusive of TH and gravita-

tional torque (i = 1,2)
= gravitational torque on body i (i = 1,2)

T. = constraint torque of joint on body 1
Td = dissipative torque of joint on body 1

Td, = magnitude of saturated hysteresis torque of magnet i
(i = 1,2)

'rd.* = value of Tdi when « (i = 1) and i3 (i = 2) last changed
sign

Tr = elastic restoring torque of joint on body 1
u, = coefficients defined in equations (29) (i = 1,2)

X, Y,Z = fixed frame coordinates
x,y,z = rotating frame coordinates

, Jl , zl = body 1 coordinates
X2 y 7/2 , z2 = body 2 coordinates.
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A.2 Greek Symbols

a = relative angle of rotation of body 2 about xi -axis
a = constant of magnet 1

a* = values of a when a last changed sign
= relative angle of rotation of body 2 about y2 -axis
= constant of magnet 2

#* = values of j3 when # last changed sign
3 = angle between xraxis and the inertia wheel axis
E = eccentricity of the orbit

= Euler parameter
= infinitesimal angle about z, -axis (i = 1,2)

n = Euler parameter
ni = infinitesimal angle about yi-axis (i = 1,2)

= angle between zraxis and the local vertical or z-axis
X = components of the relative angular velocity of body 1 with

respect to rotating frame (i = 1,2,3)
/.1 = a gravitational constant of the earth

= Euler parameter
= infinitesimal angle about xi-axis (i = 1,2)
= position vector of So from 0
= position vector of Si from 0 (i = 1,2)
= moment of inertia dyadic of body i (i = 1,2)

(i)/ = quasi moment of inertia dyadic of body i (i = 1,2)
x = Euler parameter

= true anomaly of ellipse
S2 = mean orbital angular speed of satellite

tai , = angular velocity of body 1,2
, co2 , co3 = components of Gn along x1 , yl , z1 axes
, wr, , wu = components of con along x. , li2 , z2 axes

co, = natural frequency of an undamped roll libration.

A.3 Notes

= unit vector

 = time derivative in an inertial frame =( -d
dt

boldface characters indicate tensors and vectors (it is assumed that
dropping the boldface means the magnitude of the vector; i.e., p
lel ) 
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Innage and Outage Intervals in
Transmission Systems

Composed of Links
By S. 0. RICE

(Manuscript received April 3, 1963)

This note is of the nature of an addendum to a recent paper on satellite
communication systems. It is concerned with the distribution and average
durations of innages and outages occurring in transmission systems com-
posed of a number of links. The links of such a composite system may be
either in series, as in a radio relay system, or in parallel, as in a many -
satellite system. Several results regarding composite transmission systems,
including some due to D. S. Palmer, are reviewed, restated, and extended.

I. INTRODUCTION

This note is in the nature of an addendum to a recent paper of mine
on satellite communication systems.' It is concerned with the same
general problem, namely the reliability of transmission systems com-
posed of links which fail independently. Various published results are
reviewed and extended. A large part of these results is due to D. S.
Palmer,2 whose excellent work was overlooked in my satellite paper. The
approach given here differs somewhat from that used by Palmer.

Incidentally, questions similar to those discussed here have also
appeared in connection with coincidences in counting devices.

The notation to be followed is illustrated in Fig. 1. Suppose that a link
in a transmission system is always either in one or the other of two pos-
sible states, state (a) or state (b). For example, if the link is a satellite,
(a) may be taken as the state of being out of sight and (b) the state of
being visible. Again, if the link is one of a series of links in tandem making
up a transmission line, we may choose (a) to be the state of working
order and (b) the state of breakdown. In a satellite system the links are
in parallel and in the transmission line they are in series. Fig. 1 applies
to both cases.

The light portions of the top line in Fig. 1 represent the intervals dur-
2267
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2

k = 3

-tb - --ta---
..3111111111,

RESULTANT
tak- - tbk

Fig. 1- Combination of k independent alternating sequences to form the
resultant alternating sequence.

ing which Link No. 1 is in state (a), and the heavy portions the intervals
of state (b). Similarly, the second and third lines represent the state
intervals of Links No. 2 and No. 3. This is a k -link system with k = 3.
The last line represents the system state intervals. In system state (ak)
all lc links are in state (a). In state (bk) at least one link is in state (b).
State (ak) corresponds to the "intersection" of type (a) intervals and
state (bk) to the "union" of type (b) intervals.

For the satellite system, states (alc) and (bk) correspond to "out-
age" and "innage," respectively. For the transmission line they cor-
respond to "working order" and "breakdown." This reversal of interpre-
tation for links in parallel and for links in series has been mentioned by
Palmer.2

The problem is to find the distributions of the durations tak and tbk of
states (a1c) and (bk). The lengths to , tb of the intervals shown in Fig. 1
are supposed to be independent random variables with given probability
densities pa(t), pb(t). Usually pa(t), pb(t) will be the same for all k
links, but in the more general case the densities associated with the ith
link will be denoted by pa(i)(t), pb(2)(t). The links are assumed to operate
independently of each other. It is also assumed that the system has been
operating long enough to reach statistical equilibrium.

Although to and tb are independent, tak and tbk need not be. An example
is given just below equation (25) in Section IV.

The results given here do not apply to the case where the pattern of
intervals in two or more links shows periodicities. For example, if all
type (a) intervals of Links No. 1 and No. 2 are of length 1 and all type
(b) intervals are of length 3, then (depending on the relative phase)
there may be no type (ak) intervals and just one infinitely long type
(bk) interval.

The distribution of tak depends only on pa(t). It is obtained in Section
II for general pa(t). The expected value tbk of tbk depends only on the



INNAGE AND OUTAGE INTERVALS 2269

expected values to , ib and is given in Section III. At present there seems
to be no practicable method, other than simulation on a high-speed
computer, of obtaining the distribution of tbk for general pa(t), pb(t).
For exponential pa( t) a method due to Palmer' and Taksics (outlined
in Ref. 1) may be used, but even this is difficult unless pb(t) is also
exponential. This method is developed in Section IV and illustrated in
Section V. Sections VI and VII are concerned with the special case k = 2
but general Mt), pb(t). Now the determination of the distribution of
tb2 depends upon the solution of an integral equation. A vexing problem
which I have been unable to solve is to show that when pa(t) is exponen-
tial the integral equation leads to the same distribution as does setting
k = 2 in the method of Section IV.

I am indebted to John Riordan, David Slepian, and Lajos Takacs for
helpful comments.

II. THE DISTRIBUTION OF tak

It is convenient to set

Fa( t) = fc° pa(T) (IT (1)

= f Fa(T) drila (2)

to = Tpa(T) dr = f Fa(r) dt. (3)

Here Fa(t) is the probability that to > t, to is the expected value of to ,
and Aa(t) is closely related to C. Palm's3 "next -arrival" distribution.
If a(s) is the Laplace transform of pa(t), i.e.

a(s) = f e'p(t) dt (4)

then

1 - a(s)
foc° CaFa(t)dt -

e°` Aa(t) dt = 1 - a(s)1
JO S Sta

For the special case pa(t) = ae-1"

F,(t) = A,(t) = Cea , t = 1/a
a(s) = a/(a s).

(5)

(6)



2270 THE BELL SYSTEM TECHNICAL JOURNAL, SEPTEMBER 1963

To interpret Aa(t), consider Fig. 2, which shows a line in Fig. 1 cor-
responding to a typical link. Choose a point t = x at random [this means
that when the choice is from the very long interval (0, T) the chance
that x falls between t, t dt is dt/T]. Let 1 be the distance to the end
of the interval (which may be of either type) in which x falls. Then2'4'5
A0( r) is the probability that 1 > 7, given that x fell in an (a) interval.

It should be noted that expression (2) for Aa(t) holds even when suc-
cessive ta's and tb's are correlated. This point is important in the proof
of (7), since the intervals .,ak -bk may be correlated. The only require-
ment is that as T co the distribution of the lengths of the (a) intervals
in (0,T) approaches a definite distribution Fa(t) possessing an average
to which is neither zero nor infinite. For emphasis we sketch a proof of
(2) which is tailored to Fig. 2, in which, for the moment, to and tb may
be correlated. The chance that T < 1 < r ± dr is the limit as T a)

of the ratio

[number of (a) intervals longer than T in (0,T)](dr)
total length of (a) intervals in (0,T)

In the limit this ratio approaches NFa(r)dr/Nta , where N is the number
of (a) intervals in (0,T). Cancelling the N's and integrating T from t to
co then gives (2).

To find the probability Fak(t) that tak > t, suppose that all links are in
state (a) at the randomly chosen time x. Since the links are independent,
the chance that none has changed to state (b) by time x t is [Aa(t)]k.
Hence the function A ak(t) corresponding to the complete system is
[A (t)]k. This .1 I ak(t) is related to Fak (0 by an equation obtained from
(2) by replacing the subscripts "a" by "ak." Differentiation gives

Fak(t) = -Lk -[Aa(t)]14

= (iakfia)k[A(0]A-11,7(t)

where tak denotes the expected length of intervals of type (ak).
Setting t = 0 in (7) and using Fak(0) = Aa(0) = Fa(0) = 1 leads to

tak = 10/k. (8)

ta
-utb

t=o t=x

Fig. 2 - Aa(t) is the chance that / > t.

t=T

(7)
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When the individual links have probability densities pant), pb")(t),
i = 1, 2, , k, the chance that the length of a type (ak) interval
exceeds I is

which implies

k

Fok(t) =
dt

Aa(g) (t)
i=1

k

(10k)-' = E (to(s)

(9)

(10)

just as (7) implies (8). The A's and L's are related by equations cor-
responding to (1), (2) and (3). These results are due to Palmer,2 who
obtains (7) by a different argument.

III. THE EXPECTED LENGTH OF INTERVALS OF VARIOUS TYPES, INCLUD-

ING TYPE (bk)

The expected value ibk of the length of the type (bk) intervals is
related to tak by the equation

Lbk
1

= bak
Pak

where pak [not to be confused with the probability density pak(t)] is the
chance that the random point x will fall in an interval of type (ak).
This follows almost immediately from

tbk/tak = Pbk/Pak

Pak ± Pbk = 1.

(12)

(13)

A careful discussion of the probability pk has been given by Weiss.6

A relation similar to (11) also holds for ib , to , and the probability pa
that the random point x will fall in a type (a) interval. Solving for pa
gives

pa = + lb) -1 (14)

and when this is combined with pak = Pak, which follows from the in-

dependence of the links, (11) becomes

tbk = (Pa-k 1)1L =[(1 I)t-4

Palmer's generalization of (15) can be Nvritten as

t;
(15)
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ibk = [(II pan -1 - 111,k

13(') = ia("(1.`" -I- 1.°) )-1

where tak is given by (10).
Einhorn7 has given the instances k = 2 of (10) and (16). He also

gives a generalization in which all k links are alike and attention is fixed
on the average length -ar,11 of the periods during which r or more of the
links are in state (a).* He takes both pa(t) and pb(t) to be exponential,
but his expression for tank' appears to hold for general distributions.
Thus, let state j be the state of the system in which exactly j of the k
links are in state (a), and let

Paj,k = .) Pa
k ---j

(16)

(17)

be the fraction of time the system spends in state j. Here k. is a hi-(
J

nomial coefficient, pb = 1 - pa , and pa is given by (14). Then Mil -
horn's results may be stated as

k.

lark' = tar E Paj,LIPar,k (18)
j-r

= ± (1) (1.)i (11X- i / 7. (1:,) air 1 (1b)k-r
j=. -r j

r-1
tank" = jar E Pa j,k/Par,k

j=o
(10)

where tar = io/r and tar ,k" is the average length of the intervals during
which j < r. Setting r = k in (18) and (19) gives (8) and (15), re-
spectively.

To establish (18) note that, in the very long interval (0,T), the

amount of time the system spends in states for which j r is T Ep,,k .

The number of periods in (0,T) during which j > r is equal (to within
one) to the number of periods during which j < r, and both are equal
to the number of times the system jumps from state r to state r - 1.

-As shown in the next paragraph, the number of these jumps is Tp ar,k/7.ar
and (18) follows by division.

Divide the links into two groups, Group I consisting of the first r

* A similar problem has been considered in unpublished work by my colleague
H. Coo, in which account is also taken of repairs at periodic intervals.
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links and Group II of the last k - r links. The fraction of time all k - r
links in II are in state (b) is pbk-r. The number of times all links in I are
in state (a) is par T . This is also the number of times Group I jumps
from state r to state r - 1. Since the two groups operate independently
and no periodicities exist, we assume that pbk-r gives the fraction of
these jumps occurring while all links in II are in state (b). Thus [p:T/
UPbk-r is the number of jumps the complete system makes from state
r to state r - 1 when a specified set of k - r links (namely the last

k - r) remain in state (b). Since the set may be chosen in k -
ways, the complete number of jumps is Tpar,k/L, , as stated.

Incidentally, it may be shown that

d . -

Fai,k(t) = 21.3 (t)Abl-j (t)

(Li ,k)-1 = j(14)-1 (k - Mibri
give the distribution and average length of the state j intervals.

(20)

IV. THE DISTRIBUTION OF tbk

In the first part of this section several auxiliary distributions are dis-
cussed. They correspond to arbitrary pa(t), pb(t) and are more general
than needed here, where ultimately pa(t) is required to be exponential.
However, they are used in Section VI.

Consider the probability Qaa(t) that x I falls in a type (a) interval,
given that the random point x falls in a type (a) interval. We have

Qaa(t) = Aa(t) -f Pba(t - T) -d
dr

Aa(r) (21)

in which Aa(t) is the chance that the original (a) interval lasts beyond
x t and [-dA0.(r)/dr] dr the chance that it ends in x T, X + T dT.

The end of the original (a) interval marks the beginning of a type (b)
interval, and Pba(t') is the probability that a type (a) interval exists at
time t', given that a type (b) interval began at time 0.

Let the Laplace transforms of pa(t), pb(t) be a(s), a(s). Then the
transforms of F a(t) A a(t) are given by (5). Weiss,8 and Brooks and
Diamantides,8 have shown that the transform of Pba(t) is

.311 - a(s)]#(8)/[1 - a(s)#(8)].

This result is also developed in my paper' in ignorance of the earlier work
of Weiss. Since the integral in (21) represents a convolution, its trans-
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form is the product of the transforms of dAa(t)/dt and P ba(t) . When the
transform of Qaa(t) is computed from (21), it is found to be

Oa(s) = f c'D e-"Qa.(t) dt

= 1 [1 - a(s)][1 -_
s s2ta[1 - a(s)13(s)]

(22)

This result is given by Palmer' and, independently, by Brooks and Di-
amantides.8 It is also given, together with a number of related results,
by Cox (Ref. 5, Ch. 7).

The argument in the two preceding paragraphs is concerned with type
(a) intervals. It applies equally well to intervals of type (ak) when the
(ak) and (bk) intervals are independent. When the links are alike, in place
of Qaa(t) we have [Qaa(t)]k for the chance that a type (ale) interval exists
at time x t, given that one exists at the randomly chosen time x. In
place of the probability densities pa(t), pb(t) and their transforms a ( s),
#(8) we have pak(t), pbk(t) and their transforms ak(s), /3k(s). Equation
(22) goes into an expression for the Laplace transform of [Qaa(t)]k

1 [1 - ak(8)][1 fik(8)] f e-st[Q.(t)lk dt. (23)
S etak[1 - ak(s)13k(s)] o

Since ak(s) may be computed from (7) and Qaa(t) from (22), ak(s)
is the only unknown in (23). In principle, if not in practice, (23) may be
solved for 13k(s) and then pbk(t) obtained by inversion.

It should be remembered that (23) is based on the assumption that the
(ak) and (bk) intervals are independent. They are independent when
pa(t) is exponential, since then pbk(t) is also exponential, and a knowledge
of the lengths of the (ak) intervals tells us nothing about the (bk) in-
tervals and vice versa.

Thus when pa(t) = so that ak(s) = ka[ka s]-1, (23) reduces
to

s lea - kai3k(s) fo

1 e-"[Q(t)lk (24)

where Qaa(t) has the transform Is + a - a(3(s)]-1. More generally, when
pant) = ai exp ( -ait) and pb")(t) is arbitrary the equation for $k(a)
becomes

tak

co

-f e-81 (9(i)(t) dt
stak + 1 - 13k(s) 0

(25)
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where tak = [Ead-' and Qaa")(1) has the transform [s - aii3")(s)]-1.
This is essentially the result obtained by Palmer' and Takacs. (Takacs'
version is given in my paper!)

The only case in which the (ak) and (bk) intervals are obviously in-
dependent seems to be that for exponential pa(t). On the other hand, the
following example shows that successive (ak) and (bk) intervals may be
correlated even though the (a) and (b) intervals for the individual links
are not. Let to and tb be uniformly distributed between 1.00, 1.01

and 2.00, 2.01 respectively. Let k = 2. Then, given an (ak) interval of
length tae = 0.5, we can infer that the length of the following (bk) in-
terval lies between 2.5 and 2.52.

Hence, so far as the discussion given in this section goes, (23) is no
more general than (24). The question now arises as to the form taken by
pbh(t) when pa(1) and pb(t) are arbitrary. Some information on this is
given in Section VI for the case k = 2.

V. DISCUSSION AND EXAMPLES

When k tends to infinity, with pa(t), pb(t) fixed but arbitrary, tak
tends to zero and tba to infinity. When t becomes small, (2) shows that
Aa(t) tends to 1 - Via and its kth power to exp (-tklia). It follows
that when t is small and k is large, the chance that the length of an (ak)

interval exceeds t is

Fak(t) exp ( - t/iak ). (26)

It may be conjectured that when k CID the chance Fbk(t) that
tbk > t also tends to an exponential

Fbk(t) -> exp -t/tbk) (27)

Here I is supposed to be many times larger than L and tb . Indeed, con-
sider a (bk) interval to be in progress and k to be large. Over all of the
interval, except for a negligibly small fraction near the beginning, the
process will be uncorrelated with the initial conditions, and the chance
that the interval will end in (t, t dt) is independent of t. This leads to
the exponential form (27). When tb/1. << 1, k may have to be extremely
large before (27) begins to hold. This is because the argument pictures a
great deal of overlap of (b) type intervals.

Next we turn to the case where the k links are different and

pa(i) (t) pb") = = 1, 2, , k

7 (i)
la = ai-), ib") =

(28)
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This is one of the few cases in which the work may be carried forward
to even a moderate degree. From Section II

Font) = ila(i)(t) = Ca°
tak = [E air

Fak(t) = exp [-t/tak] = exp a,]

pok(t) = [E exp [-tE ad .

These expressions for Fok(t) and pak(t) also hold when pb")(t) is arbi-
trary. From Section III

lbk = 1 - 1)to k

Pak

k

pak = Pa
(0

i =1
pa(`) = bi(ai

(29)

(30)

The first step in using (25) is to compute Qoa(i)(t) by inverting its
Laplace transform. The result is given in the last line of Table I in Sec-
tion VI and leads to

II = ii [b' + aied t= 2 cie '
i.i- i-i bi ± ai i

(31)X- -

where in the general case the sum on j contains 2k terms. The right-hand
member of (25) becomes E c;(8 + di) -1, and it follows that the La-
place transform of Fbk(t) is equal to

1 - tik(s) ink - Lk 
S S E c,(s + di)1

i

(32)

The transform of Fbk(t) is thus a rational function of s. Its poles are
at the zeros of E c; (s + di) -1, and these zeros lie on the negative real
axis between the points s = -di , the rightmost of which is s = 0. The
nth moment, tbk", of tbk is n!( -1)n-1 times the coefficient of s"-' in the
power series expansion of (32). Hence for n > 0

7,- = ntokR-1- 1ft

rb

'Ts 18Eci(s 1}Lo

When the links are alike, some of the di's are equal, and

[b ae (a+b"ik (10 bk-"a" -n (a÷b)tE cie-di' -= 2_,b + a =0 nj (b a)ke

(33)
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In this case, the results are those used in Ref. 1, namely

Fak(t) = C-ika

Fbk(t)
IMP m=0 zmf'(z,)

tbk = [(1 p)k - 1]/ka, p = a/b

where fk/(z) = dfk(z)/dz, and zo , zl , , Zk_i are the zeros of

tak = 1/ka

(1 + k-}-1 k-1 [(a ozint]

fk(z) = =0 \n) z n 

(34)

(35)

These zeros lie between the poles at 0, -1, -2, , - k. The first few
terms in the power series for Fbk(t) are given by (14) of Ref. 1. In present
notation

Fbk(t) = 1 - bt [(k - 1)a + blbt2
1! 2!

- [(k - 1)2a2 + 4(k - 1)ab 011- + .

The nth moment, n > 0, is
n(1

tbk lpbn dz zfk(z)

In particular

(i + p)-11 .
2=0

2(1 k-i k k

tbk" akb ,i-1 n n
a result given by Palmer2 for a = b = 1.

When k = 2 and the links are alike, (32) gives

1 -(32(s) s + a + 2b
(s) s2 (3b a)s 2b2.

Results of the sort given here have occurred in the reliability studies
of R. S. Dick9 and others.

(36)

(37)

(38)

VI. THE DISTRIBUTION OF tbk FOR k = 2

(39)

Here we consider the determination of pbk(t) for the case of k = 2
links when pa(t) and pb(t) are arbitrary. The following probabilities.
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which are related to those mentioned in the first part of Section IV, will
be needed:

P(t) = chance that an (a) interval exists at time t, given that an
(a) interval starts at time 0;

Q(t) = chance that an (a) interval exists at time x t, given that
the random x of Fig. 2 falls in an (a) interval. Q(t) is equal
to the Q..(t) of Section IV;

R(t) dt = chance that an (a) interval ends in t, t dt, given that an
(a) interval starts at time 0; and

8(1) dt = chance that an (a) interval ends in x t, x t dt,
given that the random x falls in an (a) interval.

Some information regarding these probabilities is summarized in Ta-
ble I. Here a(s) and /3(s), the Laplace transforms of pa(t) and pb(t), are
written for brevity as a and /3. The entries may be obtained by the
methods indicated in Section IV. Closely related results have been given
in unpublished work by my colleague H. E. Rowe.

An expression for the distribution of the length of a (b2) interval which
consists of, say, three (b) intervals can be obtained by examining Fig. 3.
The probability that the (b2) interval shown in Fig. 3 has a length be-
tween t and t dt can be obtained by integrating

pb(t - x2) dx2R(x2 - x3) dx3.pb(x3) dt

S(t - xi) dxipb(xi - x4) dx4. P(x4)

over the permissible values of the x's, namely 0 5 x4 5x3 5 x2 5 x1 5 I.
Starting with the probability pb(t)Q(t) dt that a (b2) interval consists

of one (b) interval and is of length 1, 1 dt, one can write a series for
pb2(t) dt. The first term is pb(t)Q(t) dt, and the later terms are multiple
integrals of the type obtained by integrating (40). An examination of
the series shows that

(40)

pb,(t) = pb(t)Q(t) f dx1S(t - xl)q(t,x1) (41)

where q(t,x) satisfies the relation

q(t,x1) =
0

zl

dx2pb(t - x2)

x,

[pb(xl)P(x2) + f (1x3 R (x2 - x3)q(xi x3)1.

The series for pb2(t) obtained by repeated substitution of (42) in (41)

is sometimes useful for small values of t.

(42)
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"e

Pb(t-I2) R (22-23)

im

Pb(I3)

S(t -xi); P (xi )

12

P (14 )

LIKE RANDOM POINT
FOR LINK NO. 2

Fig. 3 - Sketch illustrating quantities in expression (40).

Equation (42) is of the form

q(t,x) = 0(t,x) K(t - x, x - y)g(x,y) dy, (43)

where g and K are known functions, and is an integral equation to deter-
mine q(t,x) in the region 0 < x 5 t. In this region the values of q(t,x)
along the line x = x1 are expressed in terms of its values on the line
t = xl.

It appears difficult to solve (42) for general pa(t) and pb(t). Two
special cases are discussed in Section VII.

It should be possible to verify that when pa(t) = a exp ( -at), (41)
and (42) lead to the same result as does (24) with k = 2. However, I
have been unable to do this for general pb(t). The problem may be stated
as follows: show that the defined by setting k = 2 and Q. (t) = P(t)
in (24) is the Laplace transform of

pb2(t) = Pb(t)/)(t) -I- a f P(t - xi)g(t,ri) dxi (44)

where P(t) has the transform [s a - a0(s)]-1 and q(t,x1) satisfies

q(t,:ri) = dx2pb(t - x2)

[
x2

po(si)P(x2) ± a f dX3P (372 - x3)q(xl, x3)
0

When the two links have different statistics, the distribution of the
lengths of (b2) intervals which begin with a (b) interval of Link No. 1,
say, may be expressed as an integral similar to (41). However, there are
now two integral equations similar to (42) which must be solved simul-
taneously.
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VII. SPECIAL CASES FOR pb2(t)

Here two special cases are given in which the integral equation (42)
may be solved. The second case has been used to study the problem
mentioned in connection with (44).

(i) Exponential pb(t) and general pa(t). When pb(t) = b exp ( -bt),
(42) shows that q(t,x1) is of the form f (x,) exp (-bt) where

ff(xl) = dx2e-b(Xi-x2) bp(x2)
x2

R(x2 - x3).1s(x3) dx3 . (45)

This goes into

F(s) -
s bibvp(s) coR(s)F(s)} (46)

where F(s), cop(s), and (pR(s) are the Laplace transforms of f(t), P(t),
and R(t). Similarly, the transform of (41) is

19,(8) = b(pQ(8 b) cos(s b)F (s b). (47)

From (46), (47), and Table I

F(s) - b2[1 - a(s)] (48)
s[s b - 2ba(s)]'

b sb[1 - a(s b)]
132(8) + b (s b)21a[s 2b - 2ba(s b)].

(49)

Inversion of 132(s) and [1 - f32(8)]8 now gives pb2(t) and Fb2(t).
When the two links have different exponential pb(t)'s and general

pa(t)'s, the two simultaneous integral equations mentioned at the end
of Section VI may be solved by a somewhat similar procedure.

pa(t) exponential and pb(t) the sum of two exponentials. For

pa(t) = ae-", pb(t) = cie-1111 1C2b2-1 = 1 (50)

(42) shows that q(t,x) is of the form

e2e-b2gf2(X).

Instead of f,(x), j = 1, 2, it is more convenient to deal with

g,(s) = P(x) + a f 13(x - y)li(y) dy
0

having the Laplace transform Gi(s). When Laplace transforms are in-
troduced, (42) goes .into two simultaneous equations for Gi(s b1),

G2(s b2). Solving these leads to
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132(s) = ciGi(s + b1) + c2G2(s + b2)

c2131 + c1132 + 2acic2(s + b1 +
B1l32 - a2c1c2(s + b1 + b2)-2

- 1 ac;
cogs -I- 19;) s ± 2b;' cops) - 1 (51)

s + a - 0(0'
ci c2

s b1 s + b2.

The equation for 02(s) obtained from (24) in this case is

+ 2a - 2c1:92(s)]-1 = f e-"P2 dt
0

27ri

1

4-0P(8 e)S0P(8') de
r.

goP(8)bib9 (Pp(8 - 81)(81. bi)(81 b2)

802 81(81 - 82)

(JO P(S S2) (82 + bl) (82 + b2)
82(82 - Si)

where the path of integration L runs from -i co to co so that the
singularities of 1pp(8 - s') lie on its right and those of io(s') on its left.
The integral has been evaluated by writing cop (8) as

sop(s) -
(s b1) (s b2)

s(8 - s1) (s - s2) '

(8 - si) (s - 82) = s2+ (a + b2)8 bib2 a(bi b2 - - c2)

closing L by an infinite semicircle on the left and evaluating the residues
at the poles s' = 0, s1 , s2

The task of verifying that (51) and (52) give the same value of #2(s)
appears to be a lengthy one and has not been carried out. Several numeri-
cal checks have been made and show no discrepancy.

(52)
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Wide -Angle Radiation Due to Rough
Phase Fronts

By C. DRAGONE and D. C. HOGG

(Manuscript received March 8, 1963)

Nonuniformities in the phase fronts of electromagnetic and acoustical
waves give rise to radiation in directions other than that desired. The magni-
tude of this effect is discussed here with special reference to quasi -random
roughness. It is found that the level of wide-angle radiation is a strong func-
tion of the phase deviations and that reflecting surfaces, for example, should
be held to tolerances of about ±0.01X to prevent the level of the wide-angle
radiation from exceeding twice that due to a perfectly smooth reflector.

I. INTRODUCTION

A rough or nonuniform phase front, be it acoustical, radio, or optical,
usually degrades the desired performance of components which transmit,
reflect, or receive the wave. The effect is well known in the field of micro-
wave antennas, where lenses are required to have sufficient homogeneity
of dielectric constant and reflectors sufficient smoothness of surface to
produce uniform phase fronts. Likewise, the quality of optical compo-
nents is specified, among other things, by ability to reproduce or modify
wavefronts in a prescribed manner without undue distortion.

If roughness is introduced into a wavefront by a component, some of
the power is no longer radiated in the desired specular direction; it propa-
gates at angles well removed from that direction. This effect can be de-
scribed by a system of modes in the radiating aperture, each of which
radiates in a specified direction.*

In practice, it is difficult to describe the roughness properly. Consider,
for example, the reflector of a microwave antenna. If large, seldom is it
constructed from a single sheet of metal. More often, sheets are cut and
shaped to form modules of given dimension, these then being assembled
with the desired precision to construct the antenna. One might expect,
therefore, that the power spectrum of the wavefront would have a corn-

* Often called the angular power spectrum.
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ponent at a spatial wavelength related to the module dimension. Inevita-
bly, there is also a somewhat random component. Only in special cases
can one estimate the predominant spatial wavelengths in the random
case. For example, if an optical component is ground with particles of
given average diameter, then the roughness may be expected to have a
corresponding spatial period. In the discussion that follows, we will be
concerned mainly with the problem in its relationship to microwave an-
tennas.

Degradation of the radiation patterns of microwave antennas in the
vicinity of the main beam due to various phase errors has been studied
quite thoroughly.I .2 From these studies it is often concluded that X/16
is a suitable tolerance for reflector surfaces as far as the main beam and
immediate side lobes are concerned. The purpose here is to investigate
the effect of phase error on that portion of the radiation pattern well re-
moved from the main beam, i.e., the far or wide-angle lobes. For ex-
ample, we question whether ±X/16 is a suitable tolerance for receiving
antennas at earth stations of space communications systems, since in
this application the far side lobes control significantly the amount of
noise that enters the antenna due to radiation from the earth. At the same
time, these lobes influence the amount of man-made interference that
such a receiving antenna will withstand. Likewise, one requires that the
radiation pattern of transmitting antennas be as clean as possible, thus
permitting only the least possible radiation to be propagated in directions
other than that of the main beam.

A description of the radiating modes is given first (in one dimension).
The circular aperture is then discussed as a specific example. Single sinus-
oidal phase errors and quasi -random errors constructed from multiple
sinusoids are treated. From these calculations, it is concluded that
±0.01X is a desirable tolerance for reflecting surfaces of good quality.
Finally, the calculation is compared with some experimental data.

II. THE ONE-DIMENSIONAL CASE

Consider a rectangular aperture with sides of length a, b. The center
of the aperture is taken as the origin of a Cartesian system of coordinates,
and the x, y axes lie in the plane of the aperture. For descriptive purposes,
the electric field existing within the aperture is assumed of constant
amplitude and directed in the y direction, E, = Eoe'#(x) , where 11/(x) is

the phase error. The exponential e'111(x) can be expanded in its Fourier
series

e'0(r) An exp
jn2rx

a
(1)
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n being a positive integer. One has

eigx)e-0(4 = 1. (2)

By means of (1), one can express the field over the aperture as a sum
of the partial fields Ban

Ean = Bo An exp inawx( ± A -n exp -jnarx)
a (3)

n being the number of sinusoidal phase deviations across the aperture.
These elementary modes satisfy the orthogonality relation

fn/2

EnE, dx = 0 if n

Then the power P radiated by the aperture is given by the sum of the
powers Pn radiated by each mode.

P = E P

The radiation field associated with the nth mode can be derived from
the magnetic Hertzian potential directed along the z axis'

i

a
n2rx -rx

(4)n2
i

(11.)n -a Cih"z[A exp - A_n exp jn2w-cqi

a

where hn = ko1'1 - (n/no)2, ko = 27r/X and no = a/X. The component
of the magnetic field associated with En. in the plane of the aperture is
given by (Hz)(Zz). = (Es),, , (Zr),, being the wave impedance of the
nth mode measured in the z direction and (Ey)n = iOtt (riz)n/aS. That
is

Z = (E4/Hz) = (11/ko)-'Zo = ZoW1 - (n/n0)2)-1. (5)

Zo is the intrinsic impedance for a plane wave. After integrating the z
component of the Poynting vector over the aperture, one has

af2

Pn = b f 1 Ban 12 1/Zn dx. (6)-a/2

When n > no , the wave impedance is imaginary and no real power is
radiated in the nth mode, in which case Pn corresponds to production of
a storage field. When n < no , Pn is real, and the nth mode radiates prin-
cipally in the directions

sin 0 = ±n/no (7)

where 0 is measured with respect to the z axis in the x -z plane. This fact
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can be readily seen from (3) by noting that the nth mode can be thought
to be generated in the aperture plane by the superposition of two plane
waves traveling in the two directions ± 0. The amplitudes of these two
plane waves are given by EoAn , E0A, . If one substitutes no = a/X in
(7), the grating formula sin 0 = ±nX/a results.

In the geometrical optics approximation, these two components would
radiate all the power in the two mentioned directions. Indeed, according
to the diffraction phenomena, the radiation pattern of E, has two main
lobes of amplitudes A nEo , A,E0 , directed in the above -mentioned di-

rections. Further, one finds that the patterns of all other components
have zeroes there.

The radiation pattern generated by Eao is then the only one to con-
tribute to the power radiated per unit solid angle along the axis of the
aperture. This power is proportional to I Ao ;2. Remembering that Ao = 1
when ip(x) = 0, one finds that 1 - 1 Ao 12 gives the decrease in gain of
the aperture caused by the phase error kx). From (6), the power radi-
ated by the higher -order modes (n > 0) is given by

eP = abE(I + A --.12)V1 -
Zo (8)

= P ti(1 An 12 IA_n 12) \/ 1 - (n/no)2

where Pa = abEe/Zo is the power radiated by the aperture when
(x) = O.

III. THE CIRCULAR APERTURE

Consider the circular aperture of Fig. 1. Let the field distribution he

given by

[1 - ct(2p/ D)2]e (9)

where >ji is the phase error and a square -law taper of amplitude a has
been considered. The radiation pattern of the aperture of diameter D is
then given by'

g(u, (p) = D2/4 f 27 1 (1 - r2a)rel° elurc°8(c-co dr thp, (10)
o 0 :

* If n «no , then Z = Zo and Pa r" Pa (1 A0 12 + 1A-0 (2). The total power
radiated by the higher modes represents an increase in the power radiated in the
side lobe region of the radiation pattern. Let Ps be this power; then

Pa Pa E I An 12 -
Iwo
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Fig. 1 - Aperture and coordinates.
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where u = (rD/X) sin 0 and r = 2p/D is the normalized radial co-
ordinate, 0 being the angle between the antenna axis and the field point.*

Let us now consider a radial phase error' = 4/(p). In this case the
pattern is symmetrical about the aperture axis, and after performing the
integration over , (10) becomes

g(u) = D2/2 f (1 - ar")  r ej# Jo(ur) d r. (11)

When ' = 0, integration of (11) is readily performed and the result
after normalization is

gi(u) = 2(1 - a)J1(u)/u 4aJ2(u)/u2 (12)

where Jp(u) is the Bessel function.
Different types of phase error tfr will now be considered, and the result-

ing radiation patterns will be compared in the far side lobe region with
the ideal case given by 4, = 0. In all cases, since we are considering
specifically paraboloidal antennas, the amplitude of the aperture field
will be assumed to taper in square -law fashion to -10 db at the edge.
After substituting the appropriate value of 0.684 for a in (12), one ob-
tains the ideal pattern with no phase error shown in Fig. 2.

3.1 Effect of Single Sinusoidal Errors

Rather than expand the function in a series as described in Section
II, we choose here to expand the phase itself in a series for purpose of

* There are criticisms of the Huygens -Kirchhoff diffraction theory, especially
when calculations are made at angles well removed from the axis; although some
of the criticisms are known to be valid, we ignore them for these calculations. The
(1 -I- cos 0) factor is neglected; it can readily be multiplied in for any given an-
tenna.
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90

computation. Thus by means of (11), g (u) is calculated for single sinus-
oidal phase errors of various periods; that is, for

1/./ = cl., cos (2irmr) (13)

in being the number of periods along the aperture radius. The cases
m = 6 and 12 for (13 = 27r/16 have been computed and the results are
plotted* in Fig. 3.

The curves of Figs. 3(a) and 3( b ) show that a sinusoidal phase error
causes a large disturbance only in a relatively small angular region of the
radiation pattern and that these regions are located at angles which in-
crease with the number of fluctuations in the phase distribution. The level
of the disturbance depends upon the amplitude of c13 and is sensibly in-
dependent of m for the cases considered. Clearly, these disturbances are
simply related to the various radiation modes discussed in Section II.
For example, in Fig. 3(b) where m = 12, a disturbance occurs at u = 75;
this same value is calculated by substituting n = 2m = 24 in (7) for
sin 0, thereby evaluating the appropriate u. Thus Fig. 3 ( b) shows the
effect of mode 11z24 described by (4).

Data other than those given in Fig. 3 show that there is little overlap-
ping of adjacent disturbances, for example, between patterns for m = 6
and m = 7. In Fig. 3(a), note that a small "second harmonic" disturb-

* The patterns are plotted in decibels below the peak value. Since the peak
value (the gain) is reduced only slightly due to the small phase errors considered
here, the correction is neglected.
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Fig. 3 - Radiation patterns - single sinusoidal phase error. (a) m = 6; maxi-
mum phase error, X/8 peak -to -peak; illumination 10-db taper. (b) m = 12; maxi-
mum phase error, X/8 peak -to -peak; illumination 10-db taper.

ante is evident at u 80; this is the position of a second -order fringe if
the aperture is interpreted as a weak grating.

3.2 The Effect of a Typical Phase Error

Let us now construct from many sinusoidal components a phase error
given by the Fourier series

hf

= E sin (27rm[r - (m - 1)/2M - I])) (14)
m=1
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Fig. 4 - Typical phase error derived from 15 sinusoidal components of equal
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in which the 111 coefficients are of constant amplitude 4), = 4. If the
spectrum of roughness were known, the 4)m would be written as a function
of r at this point. By means of the term (in - 1)/2M, the phase of each
component is (somewhat arbitrarily) shifted so that IP does not have
excessive irregularities and has a reasonable peak -to -peak value, Ail/Af ,
between the maximum and minimum value of 1y. The phase distribution
resulting from (14) is plotted in Fig. 4 for the case M = 15; the resulting
peak -to -peak phase for this example turns out to be A4/Af = 9.95w. Of
course, one can see certain regularities in the function; but as mentioned
previously, in practice these would be related to the design of any given
reflector.

Radiation patterns have been computed using the phase function of
Fig. 4; these are plotted in Figs. 5, 6, and 7 for peak -to -peak phase
(64M) of 0.31X, 0.155X, and 0.1X, respectively.

In Fig. 8, the envelopes of the patterns shown in Figs. 5, 6, and 7 are
compared with that of the ideal pattern, 46,4'M = 0. Beyond u 30, Fig.
8 shows, for example, that wide-angle radiation is 10 to 15 db above the
ideal case if the peak -to -peak phase error is 0.155X (roughly equivalent
to a reflector with tolerance ±X/25). Also shown in Fig. 8 is the envelope
for A4,,, = 0.048X, in which case the far side lobes are about 3 db above
the ideal case.

Since data have been computed for five values of phase error (includ-
ing zero), we may plot degradation in side lobe level relative to the ideal
case versus peak -to -peak phase error for various angles from the desired
direction of propagation. That plot is shown in Fig. 9 for angles corre-
sponding to u = 50.
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Let us now define a good radiation pattern for a real reflector by stipu-
lating that the wide-angle radiation be less than 3 db above the ideal
case. Referring to Fig. 9, one sees that for this condition to obtain,
Alkif ec:,/ 0.05X; therefore, since phase disturbances are roughly doubled in
reflection from, say, a relatively shallow paraboloid, surface tolerance
must be held to about ±0.0125X.
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3.3 Comparison with Experiment

In Fig. 10 the results of an experiment reported some years ago by H.
T. Friis and W. D. Lewis4 are shown as full curves. In that experiment
the radiation patterns of two paraboloidal antennas were measured at
centimeter wavelengths; one employed a searchlight mirror as a precision
reflector, the other a carefully constructed metallized wooden paraboloid
with the same diameter and nominal contour. The diameter of the
aperture was 36 wavelengths in both cases. The data in Fig. 10 clearly
show that the precision antenna has a lobe level about 10 db below that
of the wooden antenna for angles 0 = 20°.

In Fig. 10 the measured patterns are compared with those calculated
for the typical phase error of peak -to -peak value 64Af = 0.155X (Fig. 6).
One sees that it is possible to account for the measured increase in the side
lobe level of the wooden antenna if one assumes a tolerance of about
±X/25 in its surface.

Of course, we realize that actual antennas, especially paraboloids, are
beset with other deficiencies, such as spillover, edge currents, reradiation
by feed supports, and aperture blocking, all of which give rise to wide-
angle radiation. However, in the comparison experiment under discus-
sion, these other factors are believed to be the same in the two cases.

IV. CONCLUSION

If one demands that wide-angle radiation from a reflector with quasi -
random roughness be of the same order as that for a perfectly smooth
surface, calculation shows that the reflector tolerance should be held to
±0.01X. The calculation is verified, in part, using data obtained on para-
boloidal reflectors at centimeter wavelengths. Roughness of the type de-
scribed results in interference -prone microwave antennas; it also de-
grades their noise performance.
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The TL radio relay system is a telephone message broadband microwave
facility that operates in the 10.7- to 11.7-gc common carrier frequency band.
It has been specifically designed for high reliability, low maintenance and
small power consumption by the exclusive use of solid-state circuitry except
for the transmitter and local oscillator klystron tubes. Transmission per-
formance and over-all system description are presented, as well as a de-
scription of some early field applications.

CONTENTS

Page
I. INTRODUCTION 2298

II. OBJECTIVES 2298
2.1 Applications 2298
2.2 Development Objectives . 2299
2.3 Transmission Objectives . 2300

III. TRANSMISSION PLAN 2301
IV. SYSTEM DESCRIPTION 2303

4.1 General 2303
4.2 Radio Transmitter -Receiver 2307
4.3 Diversity Switching Arrangements. 2320
4.4 Order Wire and Alarm 2327
4.5 Power System 2331
4.6 System Characteristics 2337

v. EQUIPMENT FEATURES 2340
5.1 General 2340
5.2 Transportable Equipment Shelter 2344
5.3 Towers 2346
5.4 Waveguide Moisture Problems 2348

VI. MAINTENANCE AND TEST EQUIPMENT 2348
6.1 General 2348
6.2 Built-in Test Features 2348
6.3 Test Sets 2349
6.4 Spare Equipment 2351

VII. APPLICATIONS OF TL RADIO SYSTEMS 2351
7.1 Billings -Hardin System 2351
7.2 Denver -Limon -Burlington System 2353

VIII. ACKNOWLEDGMENT 2353

I. INTRODUCTION

In the past, short -haul microwave radio relay development in the Bell
System has progressed along the general lines of heavy -route, cross -
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country systems. The use of high towers on substantial plots of land
located on prominent sites often requiring expensive access roads and
power lines was typical. Buildings were sufficiently large to accommodate
not only a large number of radio equipment bays but also 5- to 10 -kilo-
watt rotating machinery to provide backup in the event of power failure.
Radio equipment costs seldom approached one-half of the total costs of
such repeaters.

Today, ideas originally proposed by the Radio Research Department
of Bell Telephone Laboratories to reduce over-all microwave station
costs have become a reality.' The TL radio relay is a new microwave
system designed specifically for short -haul service. Low equipment costs,
minimum engineering and installation effort, outdoor housing, low-cost
antenna support structures, small power consumption, and moderate
telephone circuit capacity all contribute to substantially lower over-all
TL radio station costs. A high degree of reliability is provided by exten-
sive use of solid-state circuitry, float -charged reserve battery power
supply system, and simplified maintenance procedures.

II. OBJECTIVES

2.1 Applications

There are a great number of uses for a flexible, economical and reliable
short -haul microwave system such as TL. It is intended to have applica-
tions in three broad areas: namely, short -haul toll or tributary trunk
routes, supplementary circuits along heavier routes, and special service
telephone routes. Nondiversity TL can provide economical relief of
overburdened open -wire and cable routes. Additional possible applica-
tions of TL radio are: (1) open wire replacement, (2) difficult geographi-
cal situations, (3) suburban industrial areas, (4) metropolitan and inter -
suburban trunk groups, (5) routes for the military services, (6) alternate
routing, (7) broadband or high-speed data services, (8) short-term or
seasonal services, (9) emergency service restoration, (10) spurs on other
routes, and (11) order wire and alarm circuits for existing heavy -route
microwave systems.

2.2 Development Objectives

Concurrent with the beginning of the TL development program, a
set of objectives was specified reflecting the best judgment at that time
as to the features and capabilities necessary for the new system. These
objectives have been reviewed and modified from time to time as the



TL RADIO RELAY SYSTEM 2299

development of the new system progressed and, in most instances, the
original requirements for the TL system have been met. The latest
change in the requirement, for TL to transmit TV, is not reflected in TL
at this time but will appear in later versions of this equipment.

2.2.1 Frequency Band and Allocation Plan

The TL system operates in the 11-gc common carrier frequency band
and provides telephone message service for end -link or short -haul appli-
cation. The TJ frequency allocation plan has been adopted, which per-
mits the operation of six two-way TL channels on the same route with
common antennas for transmitting and receiving. One -for -one frequency
diversity has been provided on an optional basis.

2.2.2 Telephone Message Capacity

The TL system has been engineered to transmit 48 channels of N
carrier, 96 channels of ON carrier or 300 channels of L carrier multiplex
over 10 hops for a total distance of about 200 miles.

2.2.3 DC Power Drain

The TL system employs all solid-state circuitry except for the trans-
mitter and receiver local oscillator klystrons, and requires 170 watts of
power. The continuously charged battery power supply has sufficient
reserve to carry the system for 20 hours under average ambient condi-
tions in the event the ac power fails.

2.2.4 Order Wire and Alarm.

A simple but effective order wire and alarm system has been provided
for the TL system which will operate over the radio. This saving of
space and equipment cost has been a substantial factor in the economy
of the system.

2.2.5 Economics

One of the primary objectives of this development has been to provide
system arrangements and operating features at the lowest first cost and
annual charges consistent with meeting Bell System transmission re-
quirements. Particular emphasis has been placed on equipment arrange-
ments to minimize job engineering and installation expense. Suitable
outdoor housing has been provided with its attendant savings in build-
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ing and land costs. Ease of maintenance is of prime importance in its
relation to annual charges, and equipment arrangements have been
devised with this in view.

2.3 Transmission Objectives

2.3.1 General

The TL hops should be engineered to have a large carrier -to -noise
ratio during periods of free -space transmission in order to provide ade-
quate margin over first circuit noise during periods of signal attenuation
caused by propagation, especially rainfall. Reliable protection against
selective fades and equipment failure outage can be obtained with fre-
quency diversity. Protection against rain attenuation can be assured by
engineering sufficient fading margin into the system by using path
lengths appropriate to the particular area of the country. Path lengths
will range from 10 miles or less in the heavy rain areas to 25 to 30 miles
in the dry areas.'

2.3.2 Telephone

The TL system should be engineered to meet short -haul toll circuit
noise objectives of 31 dba at the 0-db transmission level point for 10
hops. This 31 dba includes both radio and multiplex terminal noise. Of
this noise, 30 dba is assigned to the radio circuit and 24 dba allocated to
the multiplex. Shorter systems should be engineered to correspondingly
tighter over-all requirements so that if extended later to 10 hops, they
would meet the 31-dba objective. Single -hop performance can he derived
from the knowledge of how intermodulation and fluctuation noise add
as the number of repeaters is increased. For the TL system, the total
noise power increases proportionally with the number of repeaters.

2.3.3 Stability

The objective for the short-term net loss variations in a telephone
channel is less than ±0.25 db, and the long-term net loss variations
should not normally exceed ±1.5 db. These limits are necessary for the
system to meet direct distance dialing and other similar Bell System
requirements.

III. TRANSMISSION PLAN

The TL radio system offers a maximum of six two-way broadband
channels. For radio systems paralleling other communication facilities
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or transmitting only a modest number of telephone circuits, TL may be
used on a nondiversity basis. However, to provide the high degree of
reliability needed for systems carrying large numbers of telephone cir-
cuits, one -for -one frequency diversity protection may be used, with
automatic switching at each repeater offering a maximum of three two-
way broadband channels.

The radio signals are transmitted to a dual polarized antenna by RF
channelizing and duplexing arrangements. For repeater locations re-
quiring high towers, it is expected that most systems will use a "peri-
scope" type of antenna arrangement to minimize the loss associated
with long waveguide runs. To meet these needs, five- and ten -foot parab-
oloidal antennas and 6 X 8, 8 X 12 and 10 X 15 -foot reflectors are
available. The paraboloidal antennas may also be used alone as direct
radiators in those systems employing short towers on natural elevations.

A block schematic of a two -section, nondiversity TL system is shown
in Fig. 1. The multiplex and control signals are combined through high-
pass - low-pass filters and transmitted on the radio channel. At the
receiver, similar filter arrangements separate the multiplex from the
control signals. A 2600 -cps pilot, continuously transmitted over the
radio system, is used to determine the alarm status of the various re-
peater and terminal stations.

The TL frequency plan is shown in Fig. 2. Because of the expected
use of the "periscope" antenna system, the plan is based on the use of
four frequencies for each two-way radio channel. The 10.7- to 11.7-gc
common carrier band is divided into 24 channels, each about 40 me
wide. In a given repeater section, only 12 of these are used, resulting in
80 -me spacing between midchannel frequencies. These channels are
further divided into two groups of six for transmission in each direction.
Polarization of the channels alternates between vertical and horizontal
to provide 160 -me separation between signals having the same polariza-
tion, thereby substantially easing requirements on the channel -separa-
tion networks. The remaining 12 channel assignments are used in adja-
cent repeater sections. These frequencies are repeated in alternate hops.
Potential "overreach" interference is reduced by reversing the polariza-
tion of the third section with respect to the first section. Co -channel
interference from adjacent repeater stations is eliminated by the use of
the four -frequency plan. At a given repeater, adequate frequency separa-
tion between transmitters and receivers is achieved by using the upper
half of the band for transmitting and the lower half for receiving. This
arrangement is inverted in adjacent sections.

Actual TL route cross sections may vary from a single two-way,
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1B (V)

5B(H)

9B(V)

--BASEBAND --
CONNECTIONS

1 A (V)

8A(V)

12A(H)

2A(V);

6A(H)

10A (V)
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2B(H)

6B(V)
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12B (V)

SA(V)
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3A(V)
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2:3(1:3

Channel
Number

Transmitter
Frequency, kmc

Beat Oscillator
Frequency, kmc

Channel
Number

Transmitter
Frequency, kmc

Beat Oscillator
Frequency, kmc

4A 10.715 10.785 9B 11.245 11.315
lA 10.755 10.825 1213 11.285 11.355

10A 10.795 10.865 513 11.325 11.395
11A 10.835 10.905 8B 11.365 11.435

GA 10.875 10.945 1B 11.405 11.475
7A 10.915 10.985 4B 11.445 11.515
2A 10.955 10.885 11B 11.485 11.415
3A 10.995 10.925 10B 11.525 11.455

12A 11.035 10.965 7B 11.565 11.495
9A 11.075 11.005 6B 11.605 11.535
8A 11.115 10.045 3B 11.645 11.575
5A 11.155 11.085 2B 11.685 11.615

Pig. 2 - TL frequency allocation plan.

nondiversity channel up to a full system of three protected two-way
channels. Additional radio channels may be added in the future to a
diversity system whose initial requirements are less than its maximum
capabilities without disrupting service on the working channels.

IV. SYSTEM DESCRIPTION

4.1 General

The basic unit of the TL system is the transmitter -receiver bay. It
consists of a radio transmitter -receiver panel, an order wire and alarm
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ORDER WIRE
AND ALARM
EXTENSION

Fig. 3 - TL bay block diagram.

panel or a diversity switch panel, a power supply panel, and batteries.
This equipment is mounted on relay -rack type framework for indoor
installations or in a weather-proof cabinet for outdoor installations.
With appropriate antenna systems, this basic unit forms a nondiversity
terminal; two units may form either a nondiversity repeater, or a di-
versity terminal, etc., with only minor variations in the make-up of the
bay. A block diagram of the basic bay is shown in Fig. 3. Fig. 4 illus-
trates how the basic bays may be interconnected at microwave fre-
quencies by means of channel separation networks and a polarizer to
form the minimum and maximum capacity terminals. A repeater would
consist, in effect, of two terminals back-to-back with the receiver output
from one bay feeding the transmitter of the other bay at baseband fre-
quencies. These configurations are used for either frequency diversity or
nondiversity systems. In diversity systems, one bay of a diversity pair
would be on one polarization, the other on the opposite polarization.
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T - TRANSMITTER
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Fig. 4 - TL bay waveguide interconnection diagram

ISOLATOR

This permits waveguide maintenance on one group of bays without
service interruption on the other. The bays would be identical except
that one would contain a diversity switch; the other, the order wire and
alarm panel for that channel.

To explain the operation of the basic bay in general terms, considera-
tion will be given to the middle bay on vertical polarization of the six -
channel terminal of Fig. 4. The vertically polarized received signal would
be transmitted from the antenna essentially unattenuated through the
following: (1) the port of the polarizer aligned with vertical polarization ;
(2) the three channel separation networks connecting the lower trans-
mitters to the antenna system; (3) the isolator (purpose to be described
later) ; (4) one receiving channel separation network; and (5) the path
to the receiver in the selected bay through the receiving channel -separa-
tion network, it being tuned to this particular frequency. (The principle
of operation of the channel separation networks has been described else-
where.' Representative transmission characteristics of this waveguide
network are given in Fig. 5).

In the radio receiver selected, the received signal is filtered and hetero-
dyned with the output from a local oscillator to produce an intermediate
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Fig. 5 - Transmission characteristic of channel separating networks.

600

frequency (IF) of 70 mc. The IF signal is amplified and detected to yield
the original baseband intelligence, which is then further amplified. In a
diversity system, the signal is then fed to the diversity switch, which
selects either this signal or the one from the other receiver of a diversity
pair to be applied to the order wire and alarm panel. In this panel, the
baseband is split into two parts by high -pass -low-pass filters, the high
frequencies being used for the multiplexed message channels and the
low frequencies for order wire and alarm purposes. At a terminal, these
portions of the baseband are applied to appropriate terminal equipment.
At a repeater, any dropping or adding of message circuits that is desired
is done at this point, and the order wire and alarm operations are per-
formed. The two portions of the baseband are then recombined with
another set of high -pass -low-pass filters and supplied to the transmitter,
or transmitters for a diversity system, via a splitting pad.

A transmitter baseband amplifier increases the signal voltage to be
applied to the repeller of the transmitting klystron. The resulting fre-
quency -modulated RF signal is combined with outputs of the other
transmitters by means of channel separation networks and connected
to the antenna via the polarizer.



TL RADIO RELAY SYSTEM 2307

The baseband-type of repeater just described is especially useful and
economical in short -haul microwave systems. Message circuits are fre-
quently dropped at repeater points. Having the message multiplex
frequencies available without requiring special terminal equipment, as
would be required in an IF -type repeater, is economically advantageous.
It also facilitates the order wire and alarm appearances.

4.2 Radio Transmitter -Receiver

The radio transmitter -receiver panel consists of the frequency -

modulated (FM) transmitter, a heterodyne -type FM receiver, a control
unit to provide certain metering and adjustment features, and one or
more channel separation networks appropriate to the application of the
bay. The radio transmitter section of the panel is shown in the more
detailed block diagram of Fig. 6. The transmitter baseband amplifier is
a three -stage feedback amplifier using Western Electric 15C germanium
diffused -base transistors. It provides a nominal voltage gain of 31 db
from the 75 -ohm unbalanced input to the high impedance of the klystron
repeller, supplying a maximum voltage of eight volts peak -to -peak re-
quired to modulate the klystron ±6 mc from rest frequency. Adjustable
over a gain range of ±4 db to accommodate the modulation sensitivity
of all klystrons, the amplifier has a frequency characteristic flat to ±0.4
db from about 100 cycles to 6 mc. A photo of the amplifier and a typical
characteristic are shown in Fig. 7.

The transmitter output is obtained from a Western Electric 457A

L

DETECTOR - BANDPASS
FILTER

FREQUENCY AND
DEVIATION MONITOR

BASE BAND
INPUT

t

x

TO CHANNEL
SEPARATION
NETWORK

x
r

DETECTOR

ISOLATOR

I

BASEBAND
AMPLIFIER

KLYSTRON
OSCILLATOR

POWER
MONITOR

L _1

J

COOLING AND
TEMPERATURE
CONTROL

Fig. 6 - Transmitter block schematic.
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Fig. 7 - Transmitter baseband amplifier.

10 MC

klystron oscillator, which is illustrated in Fig. 8. This tube was developed
specifically for the TL system with special emphasis in the design on
obtaining long life and a low frequency -vs -temperature coefficient.4 The
same tube is used for the receiver local oscillator. Since both tubes are
operated in the 31 mode, only one set of voltages is required from the
power supply. Typical operating characteristics are summarized in
Table I.

The average dependence of the power output of the tube upon its
operating frequency is shown in Fig. 8, from data on a typical tube.

The desired frequency stability for the transmitter and receiver is
achieved by controlling three important parameters of klystron opera-
tion: (1) the frequency -temperature coefficient of the tube; (2) the
electrode voltages; and (3) the klystron temperature environment. The
first is determined by the design of the tube itself. A low coefficient of
0.15 me/°F or less has been achieved. The second is accomplished by
the design of an extremely stable power supply, aided by the fact that
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the voltage -frequency coefficients of the repeller and resonator of the
tube are to a large extent canceling and that the small variation of the
-600 and -400 -volt outputs of the power supply, as a function of
temperature, are in the same direction.

The third factor is controlled by an extremely well performing, yet

TABLE I - WE 457A KLYSTRON : TYPICAL OPERATING CONDITIONS

RF power output
Resonator voltage
Resonator current
Repeller voltage
Repeller modulating sensitivity
Electronic tuning range

Mechanical tuning range
Repeller capacity
Mechanical tuning sensitivity
Output
Heater current
Heater voltage
Oscillating mode
Frequency -temperature coefficient
Anticipated life

100 milliwatts (minimum)
400 volts
40 ma

115 volts
1.5 me/volt (minimum)
116 me at 10.7 gc
80 me at 11.7 gc

10.7 - 11.7 go
2.5 plaf, typical
1/3 me/angular degree
matched to WR90 waveguide
0.9 amp
6.3 volts
334

me/°F, mid -band
>40,000 hours
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simple and economical, cooling system called the "vapor phase cooler"
(VPC). The system operates on the physical principle that a liquid boils
at a constant temperature at a given pressure. If the heat input to the
liquid increases or decreases, it simply boils more or less vigorously,
but at the same temperature. In the TL VPC, the liquid is a fluoro-
chemical which boils at approximately 214°F at sea level. It is contained
in a small copper boiler designed to permit vigorous boiling of the liquid
without restricting the flow of vapor out of the boiler into the condensing
system or of the condensed liquid in the opposite direction. The two
klystrons are clamped to the sides of the boiler for good heat transfer, as
shown in Fig. 9. The heat input to the boiler is obtained from the dissipa-
tion in the klystrons, which is sufficient to keep the liquid boiling even
at outside temperatures below -40°F. This is insured by enclosing
boiler and klystrons in a well -insulated box. Heat transfer by conduction
away from the boiler is minimized by using stainless steel tubing having
low heat conductivity for connection between the boiler and the condens-
ing system.

The condenser consists of a copper tube clamped to the aluminum
panel on which the radio transmitter and receiver equipment
are mounted. It thus has a large heat sink for dissipation of the heat
released during condensation of the fluorochemical. The copper tube is
terminated in a flexible neoprene compound bag, especially formulated
to be resistant to passage of the fluorochemical gas through its walls and
to remain flexible for many years without drying out with consequent
cracking. The flexible bag permits substantial changes in volume of the
enclosed system without appreciable changes in pressure. This satisfies
the fundamental condition for a constant boiling temperature, even
though there may be considerable changes in the heat input to the boiler.
These changes are caused primarily by large variations in the ambient
temperature.

The performance of the tube, power supply, and VPC system in main-
taining good over-all frequency stability as a function of ambient tem-
perature is illustrated in Fig. 10. This figure also shows the performance
of the VPC system alone in stabilizing the klystron temperature. These
data were taken on a run when the entire transmitter -receiver bay was
exposed to the indicated temperature. Changes in barometric pressure of
2 inches of mercury would cause corresponding changes of operating
temperatures of approximately 3.5°F.

The body of the klystron, being clamped to the boiler, is operated at
ground potential. This minimizes exposure to high voltage on the part
of operating personnel and eliminates the necessity for protective inter-
lock switches. Precautions against klystron damage by positive repeller-
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Fig. 9 - Klystrons and vapor phase cooling system.
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to -cathode voltage have been included in both the transmitter and
receiver klystrons in the form of clamping diodes between these elec-
trodes.

The output of the transmitter klystron is first fed through a Western
Electric 1B isolator, shown in Fig. 11. This high-performance field dis-
placement type ferrite device practically eliminates any effect on line-
arity of frequency -changes vs repeller-voltage-changes caused by re-
flections in the antenna feed. Performance characteristics of the isolator
are shown in Fig. 12.

Connected to the output of the isolator is a 20-db double directional
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coupler which gives two samples of the transmitted energy for monitoring
purposes. One sample is immediately detected for power monitoring;
the other is transmitted through a calibrated attenuator, high -Q cavity
filter, and then to a detector for frequency monitoring and deviation
adjustment purposes. This latter function will be described in the section
on maintenance and test equipment.

From the output of the directional couplers, the transmitted signal
is applied to the antenna system via the channel separation networks
previously described.

Fig. 11 - Isolator.
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The radio receiver section of the transmitter -receiver panel is shown
in Fig. 13. The incoming RF signal from the antenna is selected and
routed by the channel separation networks to the proper receiving
modulator through a bandpass filter, a waveguide tuner, and a waveguide
spacer. The filter provides attenuation to interfering out -of -band signals,
and improves the noise figure of the modulator by reflecting out -of -band
modulation products back into the converter in the proper phase. The
proper phase relationship is maintained at the different channel fre-
quencies by choosing a suitably dimensioned waveguide spacer, which
determines the electrical path length traversed by the modulation
products between the converter and filter. The modulator input im-
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pedance must be closely matched to the waveguide impedance to mini-
mize reflections between the bandpass filter and modulator input. This is
achieved by the adjustable two -stub tuner located between the band-
pass filter and the converter.

Two types of bandpass filters are used, one having three, and the
other four, resonant cavities. As shown in Fig. 4, the last receiver in a
bay line-up does not require a channel dropping network, since at this
point the number of RF channels has been reduced to one. In this last
receiver, the out -of -band attenuation not provided by the channel
separation network is obtained by using a four - rather than a three -
cavity bandpass filter. Typical transmission characteristics of the two
types of filters are shown in Fig. 14.

The modulator is a balanced hybrid junction assembly having diodes
in the junction reversed with respect to each other. The balanced struc-
ture greatly reduces noise from the local oscillator; the reversed diodes
permit paralleled unbalanced output connections, giving the desired
75 -ohm unbalanced coaxial output at 70 mc. Waveguide inputs are pro-
vided for the incoming signal and the local oscillator input, as shown
in the schematic of Fig. 15.
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Fig. 15 - Receiving modulator schematic.

IF
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As mentioned above, the local oscillator is a Western Electric 457A
klystron operated ill the same fashion as the transmitting klystron. It
feeds the modulator through an adjustable attenuator and two wave -
guide -to -coaxial cable transducers for mechanical convenience. The
attenuator permits adjusting the power input to the modulator to ap-
proximately 0 dbm. The hybrid balance of the modulator limits the
local oscillator leakage back towards the bandpass filter to -25 dbm.
The frequency plan is such that this leakage causes no interference in the
receivers on the same polarization (see Fig. 4). To avoid beating oscil-
lator interference with receivers on the opposite polarization, a 1B
isolator is placed in the waveguide path of a four- or six -bay line-up to
sufficiently reduce the level of the leakage from the beating oscillator.
The frequency of the beating oscillator is maintained at 70 mc from the
incoming signal by means of the AFC circuit described below.

The 70-mc, frequency -modulated output from the modulator is first
amplified and regulated in level in the preamplifier section of the IF
and baseband unit.' The preamplifier consists of three sections of broad-
band transistor amplifier stages with two diode variolossers dividing the
three sections. The variolossers are controlled to maintain a nearly
constant input to a delay -equalized bandpass filter separating the pre-
amplifier from the main IF amplifier. The filter limits the bandwidth
of the receiver to 20 mc at the 3-db down points. The main amplifier
increases the signal level sufficiently to be limited by a Ruthroff-type
limiter' for amplitude modulation suppression. The signal is then de-
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tected by the discriminator and is amplified by the receiver baseband
amplifier. The gain of the receiver baseband amplifier, adjustable by
approximately ±2.5 db, is such as to deliver +10 dbm to the 75 -ohm
unbalanced load with a frequency deviation of ±6 mc.

Two dc amplifiers and a squelch circuit are also included in the IF
and baseband unit. One is the AGC amplifier, which applies the detected
and differentially compared output of the main IF amplifier to the vario-
lossers; the second is the AFC amplifier which supplies the de output of
the discriminator (a measure of the position of the incoming carrier in
the IF band) to other circuitry for control of the receiver beating oscil-
lator. The output of the AGC amplifier is a measure of the received sig-
nal strength. This voltage is used to actuate the comparator circuit of
the diversity switch in a diversity system. The squelch circuit operates
from the AGC output and biases off the first stage of the receiver base -
band amplifier when the receiver input level falls below a predetermined
low level. This avoids the pcssibility of the high baseband output noise,
characteristic of an FM receiver with no input, from interfering with
other aspects of system operation, such as interfering with other mes-
sage circuits that might be introduced into the system at some subse-
quent repeater. The level at which the squelch operates is adjustable,
but is normally set to operate at a receiver RF input of -83 dbm.

Automatic frequency control of the receiver beating oscillator is
achieved by first applying the AFC amplifier output to the control wind-
ing of a magnetic amplifier, as shown in Fig. 16. The power input to the
magnetic amplifier is an 1800 -cps square wave obtained from the power
supply. The output is rectified and applied in series with the nominal
- 200 volts, supplied by the power supply between the resonator and

AFC SQUELCH
RELAY TO SQUELCH

CIRCUIT

=III} -- TO
BEAT

ERROR
VOLTAGE

FROM
DISCRIMINATOR

OSCILLATOR
REPELLER

',..,_/\AA,--/Vv\i-
MAGNETIC
AMPLIFIERr\AA -

-600 V

DC
AMPLIFIER

-400 V
FROM POWER

SUPPLY BIAS
FLFL111-

1800 CYCLES -20V

Fig. 16 - Receiver AFC functional schematic.
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the repeller of the klystron, in proper phase to form a stable feedback
loop and maintain the intermediate frequency essentially at the dis-
criminator crossover frequency. If the crossover frequency is not at
exactly 70 me, an adjustable bias in the AFC amplifier input corrects
foi the slight error. The magnetic amplifier is particularly applicable
here because it readily provides the isolation required between the ap-
prOximately -600 volts of the repeller circuit and the low voltage of
the AFC amplifier, and at the same time provides de amplification. The
magnetic amplifier has a nominal transfer impedance of one megohm
and has an overload characteristic designed to act as a clamp on the
AFC. This limits the output voltage to a value such that the receiver
beating oscillator frequency cannot be changed to such an extent that
the receiver can lock onto signals of the adjacent channel. The AFC
loop has a gain of approximately 32 db, thus reducing a potential fre-
quency change of, say, 5 me caused by transmitting and receiver beating
oscillator- klystron changes, to an actual change in the receiver IF of
125 kc. The characteristic of the AFC loop from discriminator output
to beating oscillator repeller voltage is shown in Fig. 17. Since the fre-
quency of the beating oscillator may be below or above the incoming
signal frequency, depending upon the particular channel, a phase re-
versal must be available in the AFC loop to adjust for the condition

-544

I: -540
0

-536

w
-532

cc
w
J -528

u.)
tr
z -524
0

cr)

15 -520

-516
-75 -50 -25 0 25 50 75

DISCRIMINATOR OUTPUT IN MILLIVOLTS

Fig. 17 - Characteristic of AFC loop.
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that obtains. This is made by an optional turnover in the wiring of the
balanced input to the magnetic amplifier.

When the receiver loses its input signal for any reason, the preampli-
fier gain goes to its maximum value as the vario-lossers are driven to
their minimum loss condition by the AGC amplifier. This causes a high
noise output from the discriminator. The dc output from the discrimi-
nator in this condition may not be exactly zero, since the noise or the
discriminator may be slightly unbalanced. Furthermore, a correction
for the crossover frequency not being at exactly 70 me may have been
introduced by the adjustable bias in the AFC amplifier input. To avoid
having the resulting residual de output from the AFC amplifier swing
the beating oscillator frequency away from its normal rest frequency,
an AFC squelch relay is introduced. This relay is controlled by the pre-
viously described squelch circuit. Normally operated (when a received
signal is present), the relay releases upon loss of signal and 'inserts a
large series resistor at the input to the magnetic amplifier, greatly re-
ducing the AFC loop gain. This permits the beating oscillator to remain
fairly close to its normal rest frequency, so that the signal to the IF
amplifier will be within the IF passband when it reappears and will be
captured by the AFC circuit. At the same time, some AFC control is
retained so that system operation will not be seriously affected should
the squelch circuit or relay malfunction.

The IF and baseband unit is shown in Fig. 18. It is made up of four
subassemblies: (1) the preamplifier section; (2) the filter section; (3)
the IF main amplifier section; and (4) the limiter, discriminator, and
baseband amplifier section. Each subassembly, H shaped in cross sec-
tion, has the transmission elements in one side of the H and the de sup-
ply section on the opposite side. Power is fed to the transmission section
through feed -through capacitors. The signal progresses back and forth
through the four sections; maximum shielding is obtained by placing
transmission components on opposite sides of adjacent sections. The
complete unit is easily removable for maintenance. All connections are
through plugs and jacks.

The third major component of the transmitter -receiver panel is the
control unit. This plug-in unit (see Fig. 19) contains the components
required for controlling the transmitter and receiver, testing and moni-
toring important operating parameters, and powering the klystrons. It
also contains the magnetic amplifier and squelch relay of the receiver
AFC circuit. A detailed description of the monitoring and control fea-
tures will be found in the section on maintenance and test equipment.
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Fig. 18 - IF and baseband unit.

4.3 Diversity Switching Arrangements

4.3.1 General

It is expected that there will be many applications of TL radio which
take advantage of the most economical arrangement possible, that of
the nondiversity system. However, where the additional reliability is
required, a one -for -one frequency diversity system provides protection
against service interruptions caused by multipath fading and equipment
failures. In addition, alternate facilities are then available during main-
tenance periods. With diversity, these periods can be scheduled at con-
venient times.

The unit which selects the better of the two radio channels for diver-
sity operation is the diversity switch panel (Fig. 20). At each repeater
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Fig. 19 - CnniTul unit.
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Fig. 20 - Diversity switch panel.

station, this panel selects one baseband output from the two receivers
and in turn supplies the selected output to the order wire and alarm
panel. The signals are split by means of a three-way pad and applied
simultaneously to two transmitters operating on two frequencies sepa-
rated by 240 mc. The selection of the better signal from the receiver
output is controlled by a logic circuit utilizing information from two
pilot monitoring circuits and a signal comparator circuit.

4.3.2 Detailed Description of Diversity Switch Panel

A block diagram of the diversity switch panel is shown in Fig. 21. A
pilot monitor having a high impedance input is bridged across the base -
hand output of each radio receiver to sense the presence of the 2600-
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fig. 21 Block diagram of diversity switch panel.

cps pilot tone transmitted over the system for alarm and switching
purposes (described fully in Section 4.3). Each monitor consists of a
feedback amplifier, a full -wave rectifier, and a bistable trigger circuit.
The amplifier uses three diffused -base silicon transistors in the common
emitter configuration with a sharply tuned 2600 -cps network in the beta
circuit, removing most of the feedback at this frequency. The output
of the resulting highly selective 2600 -cps amplifier is rectified in a bridge
rectifier. An adjustable dc voltage of the opposite polarity is added to
the rectifier output, and the result is applied to the trigger circuit. The
trigger circuit then controls a relay in the logic circuit. Improper opera-
tion of the pilot monitor from 2600 -cps components of talkers on the
order wire circuit is prevented by band elimination filters which remove
those components at each head set connection. A functional schematic
of the pilot monitor and its characteristics are shown in Fig. 22.

The comparator circuit compares the received signal level of the two
radio receivers by means of the receiver AGC voltages. A difference
amplifier, sensitive to the difference between the AGC voltages but in-
sensitive to the absolute values, provides a dc output voltage, the mag-
nitude of which is a function of the relative signal strength being received
by each receiver. The output voltage controls a trigger circuit; it in turn
controls a relay in the logic circuit. Controlled hysteresis in the trigger
circuit avoids excessive switching on minor differences in signal level.
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Fig. 22 - Functional schematic and selectivity characteristic of pilot
monitor.

A simplified schematic of the comparator and its characteristics are
given in Fig. 23.

The information supplied to the logic circuit from the two pilot moni-
tors and the comparator is sufficient to determine which of the two re-
ceivers should be connected to the succeeding transmitters. Table II
gives the system conditions and the resulting signal to the diversity
switch.

If the pilot tones are present or absent simultaneously on both chan-
nels, fading controls the switch; if the pilot tone is absent on one chan-
nel, fading is disregarded. Removal of the pilot tone from both channels
simultaneously for signaling or alarm purposes does not cause a switch.
A manual control is also provided to permit a maintenance man to select
either receiver output without regard to pilot or fading conditions.

The switch itself is a wire -spring relay with make -before -break con-
tacts. During switchover, the contacts are bunched for approximately
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TABLE II - LOGIC TABLE FOR DIVERSITY SWITCH

Regular
Pilot Tone

Diversity
Pilot Tone

Signal Level in
Regular Channel

Signal Level in
Diversity Channel

Switch Instruction from Logic
Circuit

Present Present Faded Normal Switch to diversity channel
Present Present Normal Faded Switch to regular channel
Present Present Same as di-

versity
Same as regu-

lar
No switch

Absent Absent Faded Normal Switch to diversity channel
Absent Absent Normal Faded Switch to regular channel
Absent Absent Same as di-

versity
Same as regu-

lar
No switch

Present Absent Any condition Switch to regular channel
Absent Present Any condition Switch to diversity channel
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one millisecond, paralleling the outputs of the two receivers. If the re-
ceiver outputs are in phase and of equal magnitude, paralleling the out-
puts will cause no change in level. With fading, the condition of equal
magnitudes will generally be met, since a fade must be very severe to
change the receiver baseband output level. Thus, with proper adjust-
ment, switches caused by fading will not cause transmission interrup-
tion. The same is true for manual switches made during system main-
tenance.

For equipment failure causing instantaneous loss of the pilot tone (and
signal) in one channel, recognition of the loss by the pilot monitor, opera-
tion of the trigger circuit, the logic relay, and the switch to the other
channel occurs in approximately 35 milliseconds. This causes negligible
interruption to message circuits. Errors would occur in data circuits
but because of the infrequent occurrence of equipment failures, this is
not considered to be a serious condition.

4.4 Order Wire and Alarm

TL radio stations are normally unattended. In order to insure relia-
bility of service and meet the requirements for unattended operation,
an alarm system is necessary to report equipment failures and abnormal
conditions to an attended control point from which maintenance per-
sonnel may be dispatched. A voice -frequency telephone facility to en-
able communication between radio stations is also needed to expedite
maintenance. The TL radio alarm and order wire which makes use of
the baseband frequency spectrum below 4000 cycles provides this serv-
ice. However, in keeping with the objective of a low-cost equipment,
the design only incorporates the reporting of those alarms which are
essential to maintenance of service. These are:

1. commercial ac power failure. This is important since the batteries
will discharge within 10 to 24 hours, depending on temperature, and
result in system failure.

2. transmission failure. Short fades are timed out and not reported to
the control center.

3. low battery voltage and lightning arrestor failure.
4. failure of the air -navigation tower warning lights.
5. recovery of tower warning lights when due to resumption of com-

mercial power.
6. "Signal In" by maintenance personnel from one of the radio stations.
In this system, (see Fig. 24) a 2600 -cycle tone is originated at the

control station and is continuously transmitted over the outward radio
path to the far radio terminal where, by means of a bandpass filter, it
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is looped back over the return radio path to the control station. If this
tone fails to return, or if it is interrupted, office alarms are activated,
indicating a trouble or abnormality. Except in the case of a transmission
failure in a nondiversity system, the 2600 -cycle tone is interrupted only
sufficiently long enough to lock up and hold in the office alarms. Ap-
proximately 30 seconds is required for this operation because of built-in
delay to avoid unnecessary alerting of personnel due to short-term fades.
After the interruption, the alarm loop restores to normal so that indica-
tions from other stations may be reported. The system is limited to a
single trouble report from each station except where an encoder is used,
in which case higher -priority troubles at a station may be reported.

Once an alarm is registered, the next operation is to locate and deter-
mine the trouble. The 2600 -cycle oscillator can be tuned to other fre-
quencies by means of control keys. These other frequencies, called in-
terrogation tones, are 700 to 2200 cycles in 150 -cycle steps. At the first
radio station a 700 -cycle bandpass filter is bridged between the two
directions of transmission, at the second station an 850 -cycle filter, at
the third station, a 1000 -cycle filter, and so on to the far end of the
system up to a maximum of eleven stations.

If an interrogation tone key is operated at the control station, an
interrogation tone will go out over the system to be routed back at the
station having the filter tuned to that frequency, and will be heard by
the control station attendant in his telephone head set. Fig. 25 shows
the loss characteristic of the adjacent filters 850, 1000 and 1150 cycles.
When the 1000 -cycle path is opened, the 1000 -cycle leakage through
the adjacent filters is approximately 53 db down from the normal level.
Recognition of the particular frequency is not necessary, since each
key marks a definite station. In a nondiversity system having a trans-
mission failure, the tones will return from all stations on the near side
of the failure and, of course, from no stations beyond the failure. Where
transmission failures are made good by a diversity switch, or for other
types of trouble, the interrogation filter bridge path is either opened
continuously or on a pulsed basis under relay control, marking that
station as a trouble point.

On interrogation, either a tone, no tone, or a pulsed tone will be heard
at the control location. A continuous tone indicates no trouble. No tone
indicates transmission failure. A pulsed tone indicates commercial power
failure or low battery voltage. Where air -navigation lights are installed,
an encoder is provided to code -pulse the tone to obtain additional in-
formation required by the air -navigation authorities, namely:
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30011

1. Both tower lights. This also indicates commercial ac power
failure (3 shorts)

2. Top light flasher failure (2 shorts)
3. Low battery voltage or lightning arrestor failure (pulses)
4. Tower side light or single top light (1 short and 1 long).
The encoder provides a pulse generator and an eight -step counting

and coding circuit operating under control of a directing or start relay
for each of the above alarm codes. This circuit is arranged to give pri-
ority to the alarms in the above numerical order. If a low -priority alarm
is present, a higher -priority alarm will originate a new alarm indication
at the control point. Likewise, if the high -priority alarm clears, the
lower -priority alarm will be maintained.

A transmission failure cannot be pin -pointed to a particular station
because the system is not able to detect whether a failure exists in a
transmitter in one station or in the associated receiver in the next sta-
tion. Therefore, in a nondiversity system, the failure may be in the last
station returning an interrogation tone or in the next station which
does not return the tone. In a diversity system, the failure may be in
the receivers of the station reporting the failure or in the transmitters
in the adjacent stations.
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The order wire is on a four -wire basis and shares the low -frequency
part of the baseband with the alarm signals. The telephone set trans-
mitter and receiver at a radio station under key control may connect
to either direction of transmission to enable a conversation either way
from the station. An amplifier in the receiver circuit is required to pro-
vide adequate listening level. The net loss between transmitter output
and receiver input is approximately 15 db. Band elimination filters in
the telephone receiver circuit provide about 27 db discrimination against
the 2600 -cycle alarm tone, which is essentially always present. Filtering
is also provided in the transmitter output to attenuate any 2600 -cycle
components of voice energy entering the alarm loop.

Provision is made to serve spur routes as long as the stations involved
do not exceed eleven and as long as no more than one spur is involved
at a junction point. Through use of a six -hybrid bridge and proper place-
ment of band elimination filters, the 2600 -cycle tone traverses the
total loop through all stations, while communication and interrogation
are handled on a bridged basis.

In the design of this equipment, every effort has been made to reduce
maintenance by simplifying the radio station equipment and confining
it insofar as possible to passive circuit elements. The more complex ac-
tive elements such as the oscillator and detector are located at the at-
tended control point.

If more than one regular two-way radio channel is provided on a
route, each is provided with an order wire and alarm facility. Thus a
fully loaded three -channel diversity system would require three separate
order wire and alarm facilities.

At near and far radio terminals, the order wire and alarm equipment
consists of a single 54 -inch X 19 -inch panel arranged for single side
maintenance (see Fig. 26). At repeater stations, two similar sized panels
are required; one is located in the near repeater cabinet or bay and the
other in the far repeater cabinet or hay. At a repeater point, the trans-
mitter -receiver operates on a back -to -hack basis. The microwave trans-
mitter -receiver equipment facing the near terminal is called the near
repeater bay or cabinet, and the one facing the far terminal is called
the far repeater bay or cabinet. The first panel incorporates the "near"
split -apart filter, the interrogation filter, the relay controls, and the
telephone set circuit. The second panel has the "far" split -apart filter,
transmission pads and a multiple of the telephone set. It also incorpo-
rates the spur hybrid arrangements when required.

The control station equipment, which includes the oscillator, detector
and attendant's telephone set circuit, is mounted on a single panel 121-
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Fig. 26 - Order wire and alarm panel.

inches high by 19 inches wide. This panel is arranged for double side
maintenance and has been designed for flush mounting on a bay or
console (see Fig. 27).

4.5 Power System

4.5.1 General

One of the major features of the TL system is that it is not necessary
to provide for emergency ac power generation during commercial power
outages of normal duration. Continuous service is maintained by oper-
ating the repeater or terminal bay from storage batteries which form a
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Fig. 27 - Order wire and alarm control panel.

part of the power supply system. In addition, the transmitter is operated
without automatic frequency control, requiring extremely stable klystron
voltages to obtain a stable transmitter frequency. These factors make
the power supply a very important part of the TL system.

As shown in the simplified block diagram of Fig. 28, a ferroresonant
transformer and rectifiers, fed from 117 -volt commercial ac power, sup-
plies a stabilized de voltage which float -charges four 6 -volt batteries in
series. From the batteries, power for the transistor circuits and a de -dc
converter is supplied through two regulators. The converter provides
the klystron voltages and the power for the AFC magnetic amplifier.
Also included is a low battery voltage alarm. If the bay is operated in
an office, the supply may be operated from the - 24 -volt office battery,
omitting the charger and the four batteries normally provided in the
bay.

4.5.2 Detailed Description

The ferroresonant transformer has two separate toroidal cores having
characteristics such as to maintain a secondary voltage relatively in-
sensitive to line voltage. Two silicon diodes in a full -wave center tap
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arrangement give a regulated de output, which is applied to the batteries
for floating or charging.

The four batteries are high specific gravity lead -acid types connected
in series, and float at -27.6 volts. They were chosen to provide maxi-
mum reserve at an economical cost, in an environment which involves
a wide temperature range. Most of the time the batteries are being
float -charged. This desirable condition contributes to very low battery
maintenance. The high specific gravity aids in protecting the batteries
at low temperature: at -40°F they do not freeze, even if fully discharged.

The - 20 -volt supply for the transistor circuits is obtained through
a series regulator transistor which is controlled by an error -voltage
amplifier. The reference voltage is obtained from a temperature -com-
pensated voltage reference diode.

The dc -dc converter consists of two transistors and a saturable trans-
former switching at a rate of 1800 cps. The square -wave output is stepped
up in a power transformer and rectified to provide voltages of -400
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TABLE III - POWER SUPPLY CHARACTERISTICS

Voltage Stability

-600 do
-400 do
10.5 do
43.0 ac (rms)

-20.0 do

±0.45%
(3.45%

±0.45%
±0.45%
±1%

Current

10 ma
100 ma

1.75 amps
10 ma

750 ma

* Over the temperature range of -40 to +140°F and ac line voltage input of
95 to 135 volts.

volts for the klystron resonators and -200 volts (which is added to
the -400 volts to obtain -600 volts for the repellers). Other windings
on the power transformer provide an 86 -volt center-tapped square wave
for the receiver AFC magnetic amplifier, and a 10.5 -volt de supply for
the klystron heater circuits.

Regulation of these supplies is accomplished in the same manner as
for the -20 -volt supply. The feedback is obtained from the -400 -volt
output, advantage being taken of the fact that the output from the
other windings of the transformer will closely follow its output.

The battery voltage alarm circuit is a single transistor circuit which
operates a relay when the magnitude of voltage becomes less than 25
volts. This initiates an alarm whenever the ac power fails, the charger
fails, a fuse blows, or any event occurs that causes the batteries to cease
being charged.

The characteristics of the power system are shown in Table III and
in Fig. 29.

The power supply panel (approx. 151 inches X 19 inches), Fig. 30, is
designed for maintenance from the front side only. To expedite replace-
ment in the field, the regulator and invertor for the klystrons, the tran-
sistor circuit inverter, and the battery voltage alarm sections are
mounted on removable panels using twist -type fasteners. The electrical
connections are made by screw terminals. The battery voltage alarm
section is not used in central offices where power is supplied from an
existing office battery.

The major heat -producing components (battery charger) are mounted
on the rear of the panel to obtain maximum cooling through unrestricted
air flow.

4.5.3 AC Distribution and Grounding

Arrangements are provided at each station for the distribution of ac
commercial power to the radio equipment and to associated facilities
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Fig. 31 - AC distribution and lightning protection.
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and for adequate grounding to protect both equipment and personnel.
Features provided are:

1. a double -pole primary power disconnect switch which enables con-
nection to an emergency engine alternator (mobile or transportable
unit) in the event of prolonged commercial power failures.

2. distribution of ac power with overload protection to the several trans-
mitter -receiver equipments, to the antenna heaters, and to the aircraft
warning light circuits on the tower.

3. a secondary voltage protection circuit which uses protectors with
6 -mil gaps to protect the equipment against voltage surges on the ac
power lines in excess of 1100 volts. This circuit provides alarm indica-
tions in the event of failure of its components. Fig. 31 illustrates an
integrated design for housing the hardware for items 1, 2 and 3 above
in a small shelter. A comparable size waterproof housing is available
for outdoor cabinet installations.

4. an aircraft warning light control circuit which provides for flashing
and steady lights on the tower and for alarm indications in the event
of light or flasher failure.

5. a grounding system which provides for grounding all exposed metal
parts in and around the station to a well established grounding grid.
In addition to the electrical grounds, this includes grounding of such
items as lightning rods, frameworks, building steel, towers, waveguide
runs and guy lines.

4.6 System Characteristics

The gain -frequency characteristic of a typical single TL link is shown
in Fig. 32. The transmitter input for nominal maximum carrier frequency
deviation of ±6 me is -10.5 dbm. The receiver output for this devia-
tion is +10 dbm, a difference of 20.5 db. A 6-db splitting pad for feed-
ing a diversity transmitter is incorporated in the system, so that the
nominal usable system gain is 14.5 db.

Since many TL repeaters will be exposed to rather large temperature
variations, the stability of the system gain as a function of temperature
is an important performance parameter. Fig. 33 shows this from data
taken on one hop during laboratory environmental tests.

The message -carrying capacity of the system was measured by ap-
plying a band of white noise simulating a number of single-sideband
message circuits. A band rejection filter at the transmitting end clears
a "slot" of the noise near the top channel of the number being simulated.
At the receiving end, the noise introduced into this slot by the thermal
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and cross -modulation characteristics of the system is measured as a
function of the level of the "message circuits" applied to the transmitter.
Fig. 34 gives typical results of such tests on the Conway -Harrison,
Arkansas system.

The contribution of thermal noise to the total noise in a message
channel output will depend upon the carrier -to -noise ratio in the IF
amplifier at the limiter. The noise figure of the receiver, including the
three- or four -cavity bandpass filter preceding the modulator, is a max-
imum of 15 db at low RF signal levels, and averages somewhat less than
this. The relationship between the RF carrier level and the thermal
noise in the top channel of 240 channels in a typical link is shown in
Fig. 35 for a peak frequency deviation of ±6 mc and a deviation per
channel 17.5 db below 6 mc for a 0-dbm signal at the zero transmission
level point.

An important characteristic of the system from the standpoint of the
maintenance man is the performance of the order wire. The frequency
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characteristic is shown in Fig. 36 for four hops. The notches caused by
the bridging on of the interrogation filter at each repeater are evident.

V. EQUIPMENT FEATURES

5.1 General

4 5 6 8 10

The TL radio transmitter -receiver equipment is provided in either a
weatherproof pole -mounted type of cabinet for outside, or in bay frame-
works for indoor applications.

The cabinet arrangement illustrated in Fig. 37 is 461 inches wide by
621 inches high by 181 inches deep. It incorporates two parallel frame-
works, each accommodating standard 19 -inch wide panels. In the right-
hand framework from the bottom up are the power supply unit, the
order wire and alarm panel, and the transmitter -receiver panel equip-
ment. Above this frame supported by the cabinet structure are two
ventilating fans. These fans are thermostatically controlled to turn on
at 105°F and off at 80°F. They furnish approximately 80 cubic feet of
air per minute through a 1 -inch spun glass filter. This holds the air tem-
perature within the cabinet to approximately 6°F above the outside
air temperature. In the lower half of the left-hand frame, two shelves
provide for storage of the four batteries, which have protective covers
over the terminals. Space in the upper half of this frame is reserved for
carrier line equipment such as the line amplifiers and combining equip-
ment for ON carrier. Typical of the method of support for these cabinets
is the "H" pole structure for a repeater station of the Billings -Hardin,
Montana, system illustrated in Fig. 38.

Two bay arrangements are available, a seven -foot high floor -supported
channel iron frame (see Fig. 39) for small unattended stations or shelters,
and a nine -foot high standard channel frame for central offices. The
equipment layout is similar to the cabinet except for the battery loca-
tion in the lower part of the frame. Ventilation becomes a building
problem, and any required carrier equipment will be mounted on its
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Fig. 37 - Pole -mounted cabinet for outdoor applications.
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own separate framework. In a diversity system, the cabinets or bays
serving the diversity channel have the diversity switch panel located
just above the power supply in the space allocated to the order wire and
alarm panel in regular channel equipments.
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Fig. 38 --- Typical "H" frame installation.

The primary difference between cabinet and bay equipments is the
arrangement of the channel dropping networks. The cabinet has a single
network mounted vertically with a single waveguide entrance to the
antenna. A single -channel diversity terminal arrangement involving two
cabinets is obtainable, since the individual waveguides run separately
to a polarizer where the signals are combined in opposite polarities into
the single antenna. Two such arrangements on a back-to-back basis,
involving four cabinets, provide a diversity repeater. The bay arrange-
ment mounts one or two networks horizontally at the top of the frame,
making it possible to connect as many as three adjacent bays together
to obtain the maximum three -channel system. The diversity bays have
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Fig. 39 - Two TL radio 7 -foot frames in small shelter.
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a separate waveguide run which connects with the regular run at the
polarizer (see Fig. 40).

All units and controls are accessible from the front, permitting back -
to -wall or back-to-back floor plan arrangements and front door access
for the cabinets.

To reduce out -of -service time, to simplify maintenance and to mini-
mize "on the spot" servicing, the transmitter baseband amplifier, the
receiver IF, the control equipment, and the diversity switch pilot and
comparator units are of the plug-in type. Likewise, critical units in the
power supply have been made easily removable, as previously described.

5.2 Transportable Equipment Shelters

Objectives in the provision of communication equipment have been
to minimize effort on the part of the customer in job engineering and
during the installation interval. This program of providing an essentially
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entire service has been termed "Turn Key"; thus the customer is pro-
vided a commercial system that is completely installed and tested, ready
for him to turn on or up for service. In support of this program as ap-
plied to TL radio, a transportable equipment shelter is available which
is equipped and wired at the factory, in accordance with customer re-
quirements, prior to shipment to the radio sites. The objectives of this
development are:

1. assemble, wire, and test the major portion of the equipment at the
manufacturing plant with experienced labor; minimize job engineering
and field installation; and perform the work under controlled factory en-
vironment unaffected by outdoor climatic conditions.

2. minimize packaging of numerous items to reduce shipping costs; and
reduce confusion resulting from many packages arriving at various intervals
and the possibility of delayed and lost items. This will allow more positive
installation scheduling and reduced installation intervals.

3. design the shelters so that they may be transported by standard com-
mercial trucks on the roads of the various states.

4. minimize weight, use fireproof materials; incorporate adequate struc-
tural strength; provide ventilation and insulation; simplify installation and
handling procedures; and incorporate such other features as are essential
to the radio station.

Two sizes of shelters are available:
Small shelter - intended to house a single -channel diversity repeater or

for applications requiring a maximum of four 7 -foot high transmitter -re-
ceiver bays and one miscellaneous bay. It is expected that this smaller
shelter will be used rather than the pole -mounted cabinets in areas where
general climatic conditions make outside maintenance impractical. This
structure is approximately 7 feet wide, 7 feet, 6 inches long, and 8 feet
high. Approximate weight of the unequipped shelter is 1400 lbs; maxi-
mum fully equipped for shipment, 2600 lbs; maximum in -place weight
with batteries, 3800 lbs. Fig. 41 shows this small shelter equipped with
two 5 -foot paraboloidal antennas vertically beamed for use with a peri-
scopic reflector. Fig. 42 illustrates how this shelter may be transferred
from a truck to a prepared foundation (concrete piers) using a relatively
small sign -erecting, truck -mounted crane.

Large shelter - intended for the ultimate three -channel diversity repeater
or applications requiring a maximum of 12, 7 -foot high transmitter -re-
ceiver bays and two miscellaneous bays. This shelter is approximately
7 feet wide, 16 feet, 4 inches long, and 8 feet high. Approximate weight
of the unequipped shelter is 2500 lbs; maximum fully equipped for ship-
ment. 6000 lbs; and maximum in -place weight with batteries, 10,000 lbs.
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Fig. 41 - 7 -foot X 7 -foot shelter equipped with two 5 -foot paraboloidal
antennas.

5.3 Towers

An "H" frame wood -pole antenna tower specifically designed for TL
radio, as shown in Fig. 38, is available. This guyed structure, having
a maximum height of 60 feet, is particularly adaptable to installation
by telephone company plant personnel, since handling this type of avail-
able pole hardware is a commonplace everyday task with them. This
frame supports the antenna and reflector, and as many as four cabinets
(single -channel diversity repeater) can be accommodated. Where high
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Fig. 42 - Installation of small shelter.
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steel towers are required, a short "H" wood pole stub structure is used
to support the outdoor cabinets and vertically beamed antennas.

A new series of general -use lightweight steel towers, either guyed or
self-supporting ("C" type), is also available for use with TL Radio.
These towers vary in height up to 105 feet and are triangular in cross
section. The self-supporting tower is tapered from a 4 -foot face at the
top to approximately 17 feet at the bottom of a 105 -foot tower. The
guyed tower has parallel sides 2 feet in face width. Both of the above
towers are designed to support two 6 X 8 -foot reflectors up to maximum
height or two 5 -foot or 10 -foot paraboloidal dish antennas up to a maxi-
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mum recommended height of 75 feet. Both the "H" pole and steel struc-
tures are designed to withstand wind loads of 30 pounds per square foot.

5.4 TVaveguide Moisture Problems

Many microwave stations provide equipment for charging the wave -
guide runs with dry air to minimize the possibility of water in the wave -
guides through condensation or leakage. In TL radio stations, where
the lengths of horizontal waveguide runs are short as compared to the
vertical runs, use is made of a waveguide "T" junction as a drain to
prevent the accumulation of condensation or moisture at the bottom
of the vertical waveguide run. In central offices where long horizontal
runs may be encountered, available dry air systems may be used. In
the TL radio shelter, a barrier (waveguide pressure window) is placed
in the waveguides at the wall entrance plates to prevent breathing and
possible condensation.

VI. MAINTENANCE AND TEST EQUIPMENT

6.1 General

The basic objectives of the TL system design, from the maintenance
viewpoint, were to keep the testing to a minimum, to use simple proce-
dures, and to require no elaborate test equipment. For the more com-
plex circuitry, this was achieved by designing stability into the circuits,
making the circuits easily replaceable, and requiring only simple over-all
measurements for the determination of proper operation. If a unit is
determined to be faulty, the whole unit is replaced. Many of the meas-
urements are simple voltage and current measurements, so the means
for accomplishing them have been built-in to achieve a high degree of
convenience.

6.2 Built -In Test Features

A quick and convenient determination of the operating condition of
a radio transmitter -receiver panel can be made by observing the two
meters on the control unit. One is a zero -center meter which is used to
monitor the IF frequency or the transmitter frequency. The second is a
multi -scaled meter which can be used with a multiposition switch to
monitor the klystron voltages and currents, battery voltage, modulator,
diode currents, RF power output, received signal level, and the regu-
lated transistor circuit supply voltage.

As mentioned in the section describing the transmitter, a diode de-
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tector, a high -Q invar cavity bandpass filter, and a two -position at-
tenuator are used for monitoring transmitter frequency and adjusting
transmitter deviation. A. sample of the transmitter output is passed
through the cavity filter for frequency monitoring. The filter is tuned
to the particular transmitting frequency of the bay. When the trans-
mitter is "on frequency," the reading on the control unit meter will be
a maximum. When the transmitted RF carrier is frequency modulated,
the detected output through the cavity filter will decrease because the
sidebands that are generated (and take some of the power previously
in the unmodulated--carrier) are attenuated by the cavity filter. The
reduction obtained can be calibrated for a given deviation, modulating
frequency, and cavity filter. This calibration is made in the two -position
attenuator in its "loss" position. Thus, by applying a particular fre-
quency (100 kc is used for TL) at a given level, the transmitter base -
band amplifier gain control is adjusted to give the same reduction in
output from the cavity filter as is obtained when the attenuator is in
its calibrated loss position and the carrier is unmodulated. Without this
adjustment, klystrons having different modulation sensitivities being
periodically put into the system would cause excessive noise in the mes-
sage channels because of improper deviations.

Another transmitter adjustment built into the control panel is a simple
means for improving klystron deviation linearity. It was determined
that near -optimum linearity could be obtained by offsetting the repeller
voltage by a small fixed amount from that which gives maximum out-
put power. A final frequency adjustment is then made with the klystron
cavity tuning.

Other built-in maintenance aids are pin jacks on the order wire and
alarm panel, IF and baseband unit, transmitter baseband amplifier,
and power supply which bring out important operating points primarily
for trouble location.

6.3 Test Sets

The main item of test equipment for the TL system is an especially
designed portable unit comprising three main sections: (1) the signal -

generating section, which supplies IF and baseband frequencies for
various tests at calibrated levels; (2) the voltmeter section, which per-
mits measurement of baseband levels; and (3) the attenuator section,
which permits adjustment of IF and baseband signal levels. Fig. 43 is a
photograph of the unit, which measures approximately 10 X 10 X 16
inches and weighs less than 30 pounds.

This unit uses solid-state circuitry and is ac powered. With it, the
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Fig. 43 - Test set.

important tests not built into the control panel can be performed. Some
of these tests are: generation of an FM signal at IF for adjustment of
the receiver baseband amplifier gain control; measurement of the 2600 -
cps pilot level; generation and measurement of baseband signals for
gain -frequency characteristics; and generation of IF signals for meas-
urement of received signal level, and IF amplifier and discriminator
measurements.

The signal generator section has a pushbutton -controlled RC oscillator
for generation of 2600 cps, 100 kc, 1 mc, and 4.5 mc; and crystal -con-
trolled oscillators for 66, 70, and 74 mc. A circuit which switches be-
tween the 66- and 74 -me outputs at a 100-kc rate gives an FM IF sig-
nal which permits setting the gain control of the receiver baseband
amplifier. A detector circuit monitors the oscillator outputs and permits
accurate adjustment of the level.

The voltmeter measures baseband signals up to 4.5 mc at levels from
-40 to +13 dbm. It provides for 75 -ohm and 600 -ohm terminated
measurements and has a high impedance input for bridging measure-
ments.

Other items of test equipment required are an accurate de voltmeter
for power supply adjustments and a general purpose volt-ohm-milliam-
meter.
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Fig. 44 - Spare parts case.

6.4 Spare Equipment

Special carrying cases for the test equipment, spare equipment units
and components, and tools have been designed for convenient and safe
transport of these items with the service man. These are shown in Fig.
44.

VII. APPLICATIONS OF THE RADIO SYSTEMS

7.1 Billings -Hardin System

The Billings -Hardin, Montana, TL radio route, shown in Fig. 45,
extends eastward from Billings 48 miles to Hardin. This nondiversity
radio system is multiplexed with 32 channels of ON carrier, providing
additional facilities and back-up for an open wire line between Billings
and Hardin. The radio repeaters lie along a plateau whose elevation is
from 1000 to 2000 feet above the two terminals. Short wood -pole "H"
towers, outside cabinets, and 5- and 10 -foot paraboloidal antennas are
used at the repeaters.

Performance on this system has been excellent. There have been no
system failures or lost circuit time on this nondiversity system in its
15 months of operation.
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Fig. 45 - Billings -Hardin TL system.

7.2 Denver -Limon -Burlington System

Originally, this 8 -hop TL system, shown in Fig. 46, extended eastward
from Denver 85 miles to Limon and from Limon eastward 78 miles to
Burlington. This system has now been extended two more hops to
Cheyenne Wells. Initially equipped with 24 channels of ON, this rapidly
growing system now carries 36 channels between Denver and Limon
and 52 channels between Limon and Burlington. This system employs
one -for -one frequency diversity protection.
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Spectral Density and Autocorrelation
Functions Associated with Binary

Frequency -Shift Keying
By W. R. BENNETT and S. O. RICE

(Manuscript received May 15, 1963)

General equations are derived for the spectral density and autocorrelation
functions of a wave train consisting of sine -wave segments with constant
amplitude. The frequency of a segment may be either fl or f2 . At regularly
spaced intervals the frequency is switched or not switched according to a ran-
dom choice. This type of wave occurs when a random series of marks and
spaces is sent by frequency -shift keying. The results fall into two main
classes - namely, that of discontinuous phase at the transitions, which is

the typical situation in switching between two independent oscillators; and
that of continuous phase at the transitions, which is more usually applicable
when the frequency of a single oscillator is changed. Individual treatment is
given of the various special cases which arise when integral relationships
between the marking, spacing, signaling, and shift frequencies exist. No

restriction is made on the relative magnitudes of the different frequencies

involved.

I. INTRODUCTION

The spectral density function, or power spectrum, of a random se-
quence of signals defines the distribution of average signal power versus
frequency. This information is useful in system design because it indi-
cates the frequency band of most importance, the amount of average
total power in any frequency interval, and the interference which may
result in other systems. It does not tell us how much distortion the sig-

nals suffer when the channel does not pass all the frequencies repre-
sented, nor does it tell us about important spectral components which

may be associated with unlikely but possible specific signal sequences.
Keeping these limitations in mind, we still find the spectral density to
have merit as a descriptive parameter of the system.

Another important function is the autocorrelation, which is the time
2355
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domain analog of the spectral density. Because of the Fourier transform
relationship between the two functions, either can be used as an auxil-
iary step in computing the other. The autocorrelation function is useful
in its own right in signal analysis and can be made the basis of control
operations.

The present paper presents results on the spectral density and auto-

correlation functions associated with binary frequency modulation
systems. There are two general types of operation, which in terms of
apparatus may be classified as (a) switching between two oscillators,
and (b) changing the frequency of a single oscillator. The mathematical
distinction between these two cases will be considered here as shifting
the frequency with discontinuous or continuous phase respectively.

The case of discontinuous phase, which is appropriate when we switch
between independent marking and spacing oscillators, is the simpler one
to analyze. We assume that the oscillators deliver equal amplitude and
that each oscillator preserves its own coherence in time, i.e., that the
two frequencies are constant. The waveforms in intervals containing
the marking frequency, say, are segments of a sine wave having the
marking frequency and extending throughout all time. One would
intuitively expect, therefore, to find discrete spectral lines at the mark-
ing and spacing frequencies. Analysis verifies that if mark and space
signals have independent equal probabilities, each of the two discrete
components has half the amplitude of the complete FSK wave.

In addition there is a continuous spectrum consisting of switching
function spectra centered at the marking and spacing frequencies. Since
the signal wave is discontinuous at the switching instants, the associated
voltage spectra fall off only as 1/f at high frequencies. This means that
the spectral density function ultimately falls off as the inverse square of
the frequency. Degenerate cases arise when there are commensurable
relationships among the marking, spacing, and signaling frequencies.
If these special relations are such as to produce continuous phase at the
transitions, the resulting continuity in the signal wave leads to an ulti-
mate inverse fourth -power variation of spectral density with frequency.
If in addition the derivative of the phase is continuous, an inverse sixth
power is obtained at remote frequencies.

In the case in which the frequency shifting is done with continuous
phase, the signal wave is continuous at all times. The spectral density
function must, therefore, fall off at least as fast as the inverse fourth
power at frequencies remote from the center of the signal band. This is
in accordance with the well-known fact that frequency -shift keying with
continuous phase does not produce as much interference outside the
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signal band as the discontinuous case. The analysis of the continuous -
phase case is considerably more difficult, even though the final results
are of fairly simple form.

It was found necessary to distinguish between four possible cases. In
the most general of these, in which there are no degenerate relationships
among the three frequencies involved, the line spectra completely disap-
pear and the spectral density function is continuous at all frequencies.
When the difference between the marking and spacing frequencies is a
multiple of the signaling frequency, defined as the sum of the number of
marks and number of spaces per second, line spectral terms appear at
the marking and spacing frequencies, and the continuous part of the
spectral density function changes its form. The continuous part of the
spectrum in this case is found to depend also on whether or not the sum
of marking and spacing frequencies is a multiple of the signaling rate.
A curious behavior occurs when the frequency shift is an odd multiple
of half the signaling rate. Here no discrete components appear in the
spectrum, but the continuous spectral distribution undergoes a sudden
change relative to that at infinitesimally close values of frequency shift
not possessing the critical property.

Table II given in Section VI lists the various cases together with the
corresponding equation numbers for the associated spectral densities
and autocorrelation functions. Section V gives illustrative curves of
these functions for various relations among the marking, spacing, and
signaling frequencies.

II. DISCONTINUOUS PHASE

Before considering the frequency -shift keying problem of this section,
it is helpful to develop some general results applicable to random
switching between two waves. Let y(t) be a given function of time
which is bounded for all t > 0 and such that the limits later encountered
exist. Let x(t) be a random telegraph wave defined by

x(t) = x , nT S t < (n + 1)T (1)

where n = 0, 1, 2, , and the xn's are independent random variables
which assume the values ±1 with equal probability. We calculate the
spectral density w(f) and the autocorrelation R( T) of

v(t) = x(t)y(t). (2)

We note that v(t) is generated from the source of y(t) by inserting a
reversing switch for which a random choice between positions is made
at instants T apart.
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The spectral density of v(t) is given by the limit of 2(! SN(f) 12)/NT
as N co . Here ( denotes "ensemble average" and

NT

SN(f) = f C."` v(t) dt cr.) = 2irf

N-1
= E xne- awnT f di e-1" y(nT 1).

n=0 0

Since (xx.) is 1 if n= m and 0 if n m

Wv(f) =
2 N-1 iT

Jo

2

ulna NT 74_,

(3)

(4)

The autocorrelation function R,(7) may be calculated either by
averaging (v(t)v(t r)) over all t 0 with T held fixed, or by taking
the Fourier transform of (4); thus

Ri,(T) = f wv(f ) cos COT df. (5)
0

Both methods show that R,(7") = 0 for I 7-1 > T and
T-r

1 1
N-1

R,(T) = - ihn E y(nT y(nT 7-) (6)
T
f

N -m iv n--0

for 0 T < T.
Return now to the frequency -shift keying problem and consider the

signal wave

ul(t) n7' <t< (n 1)T
u(t) = or

u2(t) n = 0, 1, 2,
(7)

uk(t) = A cos (wkt ek) k = 1, 2

where the choice is made independently and with equal probability for
each interval of length T. The signaling frequency is w8 = 27/7' rad/sec.
The wave u(t) may be written as

v(t) = u+(t) x(t)u_(t) (8)

where x(t) is defined by (1) and

u+(t) = 1u1(t) + 1/42(0

u_(t) = 1/4(0 - 1u2(t).

Thus, u(t) is the sum of two steady-state cosine waves, given by u±(t),

(9)
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and a random component given by

v(t) = u(t) - u+(t) = x(t)u_(t). (10)

The random component assumes the values ±u_(t).
When u_(t) is identified with y(t), the spectral density wv(f) of v(t)

can be obtained from (4). Since the algebra is rather tedious the pro-
cedure will be merely sketched. The integral in (4) is now

(11)

ig(co - Wi) exp [jot + juiT(n, + 1)] + }

where the braces contain four terms similar to the first and

sin (aT/2)
(a/2)

The cosines in u_(9/T t) are expressed in exponential form before
integrating.

Multiplying (11) by its conjugate complex gives 16 terms. Substitu-
tion in (4) gives rise to expressions of the form

7,(x) = 1
N-1 A -e AN

KT n=0 e N(1 - eix)

1, if X = 27rm
-Y(X) lini -y,v(X) =

N -+cc 0, X real and `27rm

(12)

(13)

where m is an integer. A typical value of X is 2wiT. At this stage wv(f)
is given by

8Tw.(i)
A2

- g2 (co - wi) (12(W Wi) + y2(0) - W2) g2(co W2)

+ 2 cos (201 + wiT)i(co - wi)g(co wi)7(2colT)

2 cos (202 + (02T)ii(co - co2)g(co w2)7(2w2T)

- 2 cos [02 ± 01 + (0)2 coi) Ti[g(w - wi)g(c, +W2)

g(w wi)g(o) -[w2)]7(0)271+ win- 2 cos 02 - 01

+ (w2 ; w1 Ti Lq(w + 0,0g(w + W2)

g(w - wi)g (co - (.02)]7(0)2T - win 

(14)
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Some further reduction leads to the final result

2T A-2Wv (f) =
G(w- w1)

+
G(w+ WI) + -

GG(w- co) G(w + W2)
(w - wo2 (w + w1)` (co - w2)2 + (co + w2)2,

--WG.) col) ,,, , , , 2 cos 26)2G(u.) W2)+

-
9 cos D

1,:zcoi.11) 1" y(2ce2T)
w2 - w12 (42 - 0,22

-1-

where

- 2 cos (e2 + ei) G(0, - wi)
L(co - WI) (CO + w2)

G(W - ce2)
(co + wi) (co -

co,T) - 2 cos (e2 - ei)

G(co - col) G(0.) + 0:2)
- WI) (CO - 0,2) (0, wi) (u) w2)17(0:2T - colT)

(15)

G(a) = sin2 (aT /2) (16)

and 7(2w1T), 7(26)2T), 7(4)2T wiT), 7(c0271 - wiT) are zero except
when 20)1/co8 , 2w2/co8 CO2 + CO1 /C08 (W2 - COI ) /W8 , respectively, are
integers (in which case the corresponding T's are unity).

In the special case in which 1.01/04 = m and 2c02/co8 = 1, with 1 and
m integers and 1 m even, all of the -y's in (15) are equal to unity and
the G's are equal to sin2 (wT/2) if m is even and to cost (0.771/2) if m is
odd. In particular, when 01 = 02 = 0 the following simple result is
obtained

2A 2 (6:22
0112)20)2

Wv(f) T(w2 W22)2X

sin , ?n even

2 coT
cos , m odd

. (17)

This spectral density function varies as 1/w6 for large w, showing that
the waveform of the signal is continuous and has a continuous derivative.

The spectral density function of u(t) as defined by (7) differs from
that of v(t) by the presence of sinusoidal components of amplitude A/2
and frequencies wi and W2 . That is

wu(f) = wv(i) +
A2 2

8
6(f - fi) + -A8 6(,/ - (18)

It can be shown from (6) and (18) that the autocorrelation functions
R (r) and Ry( r) of u(t) and v(t) respectively are given by the following
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set of equations
2

Ru(T) = Rty(r) + cos WIT +
A2

cos 0)2T
T3o-

Rv(T) = 0, I > T

8TA-21?,(r) = (T - r)(cos coo- + cos w2T)

sin co2r- sin coir
COS2017(2coiT) cos 2027(20)2T)

W2 (19)

2(sin W2T ± sin WET)
cos (02 + 01) y(0)27' + 6)171)

W2 coi

2(sin - sin wir) cos (02 - (co2T wiT) 0 <T <T
- COI

Rr(--'1") = Ry(T).

III. CONTINUOUS PHASE

Consider the signal wave

A cos (wit + 0) nT < t < (n 1)7'
u(t) = or (20)

A cos (wet + On) n = 0, 1, 2,

where the choice is made independently and with equal probability for
each interval of length 'I'. The initial values at t = 0 of the phase are
on = = and the succeeding values On , clh, are to be chosen so as to
make the phase of u(t) continuous at the transition points.

Let

Then

a = i(co2 oh)

col = -

13 = 1(0)2 - 64). (21)

w2= a + (22)

Set

n(t) = A cos B.(t), n7' < I < + 1)T, n. = 0, 1, 2, (23)

Bo(t) = (a + .r )t + (24)
71

B(1) = at + xn+n3(1 - nT) (ID ± 13T s n > 0. (25)
r=1
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We assume x1 , x2 , to be independent random variables, each of
which is equally likely to have the value +1 or -1. We verify that
within the interval beginning at t = nT, the frequency is a + x.+0,
which is equal to cot if xn-F1 =+1 and equal to col if xn+1 = -1. There-
fore, the function ./3(t) satisfies the condition of an equiprobable
choice between the two frequencies in each interval. We also note that
the phase at the beginning of the typical interval is

B(nT) = anT + 4 + )3T E xr (26)
r=1

while the phase at the end of the previous interval is

n-1
B_1(nT) = anT 4) x(3[nT - (n - 1)T] + fa' E xr

= B(nT).

(27)

Thus the function B(t) also satisfies the required condition of continuous
phase.

We have evaluated the spectral density function of u(t) by two
different methods, namely

(a) by taking the Fourier transform of the autocorrelation function,
and

(b) by direct evaluation from the Fourier transform of the signal
wave over a long time interval. The two methods are of comparable
difficulty. The same results are finally obtained by both procedures,
although the agreement is not immediately evident from the expressions
which emerge naturally from the two sets of calculations.

To evaluate the autocorrelation function, we first calculate the
average value of u(t)u(t + T) over the ensemble at fixed 1. Set T > 0
and define k as the member of the set 0, 1, 2, satisfying the inequality

(n + k)T < t + r < (n + k + 1)T (28)

with n defined by nT t < (n + 1) T. Let Ek(t, T) represent the
mathematical expectation of u(t)u(t + T) with t and T fixed. If k = 0,
the values of t and t + T lie in the same signaling interval and the same
function B(t) applies to both. When k > 0 we use the function
B(t) for u(t) and the function B+k(t) for u(t + T) .
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We calculate

2
E0(t, r)

= 2(cos B.(t) cos B(t r) )

= Re ([exp (jB,z(t + r) - jB(0) exp (jB(t T) j1=3(0)])

Re lexp (jar) exp (j4+107) exp (ja(2t T) j20) (29)

 exp (jx.4_0(2t r 2nT) ) il exp (j2x,43T)1) .

Since the x's are independent, the average of a product of functions in
which the variables appear separately is equal to the product of the
averages of the individual functions. Since each x has only two possible
values with a probability of one-half for each, we evaluate the expecta-
tions of individual terms by inserting the sum of the two possible
functions with weighting factor one-half. Performing the necessary
operations, we find

2

A2
Eo(t, T) = cos ar cos fir

+ cos (2ar ar 2ck) cos #(2t + r 2nT) cos"2/3T.

The corresponding calculation for k > 0 leads to the result

(30)

2
Ek(t, T) = COS 13(i T kT)

cock -1 /3T[cos ar cos I3(t - nT - T) + cos (tat ar 20) (31)

cos (3(1 - nT T) cos' 2071

The lag interval r is bounded between adjacent multiples of T by
defining m as the member from the set 0, 1, 2,  which satisfies mT
T < (m 1) T. We observe that the number k defined by (28) is related
to m as follows

k =
m,

m + 1,

nT t < (m + n + 1)7' - T
n 1)T - T < f < (n 1)T.

(32)

The autocorrelation function R.(7) is the average of (u(t)u(t 7) )

taken from t = 0 tot = 0o, i.e.
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1 rT
Ni- NT .3

R(T) = lm - (u(i)21(1 r)) dt
co

1
N -1 (m+n-F1)T -r

lim -.Arm E E,,,(1,T) di
/Y 1 n=0 n T

(n-1-1) T

E m+1(1,T) di]
(nti-n+1)T -r

= lirn 1
N -1 (m+1) T -r

NT,=0 Jo
E1(1 nT,r) dt

(33)

T

Em -}-1(t flT,T) dd.
(m+1)7` -r

As indicated in (30) and (31), the case of m = 0, i.e., 0 < T < T,
requires a separate treatment from that of m > 0. In order to perform
the integrations indicated in (33) it is convenient to expand (30) and
(31) into the sum of terms in which I appears only once. The expanded
equations are, with 0 < t < T

2
Eo (1 + nT, T) = cos ar cos fir

± Z cosh 213T cos [(a ± 13)(2t ± 7-) + 24 ± 2naT]

+ z cos" 2/3T cos [(a - 13) (2t r) 24 2naT] (34)

4
2- &(t r) = cos aT COSk-1

A
(3T [cos (3(T T - kT)

+ cos [3(2t r -T - kT)]
cosk-1 13T cos" 213T cos 0[7- - (k 1)7] cos [a(2t T)

(35)

+ + 2nall cos [(a ± 0)(2/ r) 2naT - (k- 1)13T]

± cos [(a - 13) (2t T) 2naT (k - 1)13T11.

We note the possibility that some of the terms will not contribute
anything to the result after the limiting process in (33) is performed.
The expressions in (34) and (35) can be divided into two classes: those
which do not contain n and those which contain n in the form of a
factor of type cos" 213T cos (' + 2naT). In the former group, we sum
N equal terms and divide by NT; hence the summing and limiting
operations are equivalent to a division by T. In the other group, the
limit is zero if the sum remains finite as N becomes indefinitely large.
The only case in which the sum does not remain finite is that in which
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the terms are equal for all n. Equality occurs if aT and OT are both
multiples of ir and also if aT and OT are both odd multiples of ir/2. If
neither of these conditions exists, the contributions of the terms which
depend on n are zero. We shall call this the incommensurable case and
shall treat it first. Afterward, we shall consider the effect of commen-
surable relations.

Except for the cases we have specifically excluded, we can now write
for 0 < T < T

For T > T

R(r)

A2 fT--,
R,i(T) = COS ar COS ST di

2T 0

A2
Ce

T

4T
- cos T[COS Or + Cos 0(21 T 2T)] dt (36)

- 4011[/3(2T - 7-) cos ST + sin Or] cos ar.

A2 (m+1)7'-r
= - COS ar cosm-1 /31 [cos i3 (T T - ntT

4T
)

+ cos 0(21 T T - nal)] di

A2- cos ar cos" ,t3T [cos (3(T -
4T (m+i) T-T

+ cos S(2t T - 2T - mil)] dt

A

T
2- cos ar cos r [(3T cos )3(r T - niT)

40

+ OCT - inT) sin Orr sin 0(r - 11171)

+ sin 1371 COS ki(T - 7nT)].

The spectral density function w(f) is given by

w(f) = 4 f R(T) cos WT (IT.
0

It is convenient to evaluate the integral in two parts

4 fT

and

R(T) cos OJT dr =2
0T

f
0

T
[0(2T T) cos ST + sin Or]

 [COS (co + a)r + COS (co - a)r] dr

(37)

(38)

(39)
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4
IT

Rte (T) cos wr dr
T

A2
oo

J
(m-1-1) T

cos ar 13T [13T cos 0(7- T - iitT)- Ep t=1 LT

 I3(T mT) sin /3T sin (3(r - mT)

+ sin 13T cos /3(r - inT)] COS WT dr

f
[ST cos (3(r T) fir sin (3T sin fir

0- 71 u

co

+ sill 137' cos Or] E cos cx(r inT) cos o.)(r inn corm -1 ST
)12=1

AZ T
[PT cos t1(7- T) Or sin 071 sin fir- 20T 0

± Sill #T COS 13T][G(w + a, r) G(co - a, TA dr

where

(40)

cos y(r T) - cos PT cos yrG(y,r) - (41)1 + cos2 [3T - 2 cos /3T cos yT 

The summation is performed by writing

2 cos a(r mT) cos co(r mT) cos"' 1 pT

as the real part of

[exp (j(w a)(r mT)) exp (j(co - a)(r mT) )l cos'l
and thereby obtaining a geometric series. The series fails to converge
when the absolute values of the individual terms are unity. For this
reason, we must now exclude the case of #71 equal to a multiple of r
no matter what aT is. We have thus accumulated three special cases of
commensurability to be given individual treatment later.

The remainder of the calculation is straightforward, but appears to
lead into a morass of complication. The key to an end result of pleasing
simplicity, which the autocorrelation method tends to conceal, is to
arrange the work as follows

2A r H(0,+ a)
w( f) T Li + cos2 flT - 2 cos 01 cos (w a)T

(42)
H(6.) - a)

1 + cos' ST - 2 cos ST cos (co - a)T
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The integral (40) splits naturally into this form. In the integral (39)

we associate the term cos (w + a) T with the first part of (42) and the
term cos (CO a) T with the second part. Then

H(y) = - 1[1 + cos2 OT - 2 cos 0T cos y7]
213

f
[0(271 - r) cos or + sin Or] cos yr

 [OT cos /.3(7- + 7') + 13r sin OT sin 13T

+ sin 01' cos Or] [cos y (r T) - cos 071 cos yr] dT

7'

= -1
0

f 10. cos' grr )[13 (27' T) cos 13T + sin Or]
20

- cos 13TWT cos #(7- T) 13r sin 1317 sin Or

+ sin fIT cos /371) cos yr dr

1+ fr PT cos 13(r T) Or sin 13'1' sin 13T
213 o

+ sin fill cos fir - cos (37113(2T - r) cos tIr

+ sin fin cos y (r T)

cos
20

07'
f

T

[0(21' - r) cos Or

(43)

+ sin Or] cos y (r - T) dr.

In the second integral, substitute 7 T = /I and in the third integral
substitute T - T = . Dropping the primes after the substitution and
combining terms where possible, we then find that the result can be

written in the form

1 1 f2T
H(y) = hi(r) cos yr dr + h2(r) cos yr dr (44)

where

/N(T) = 20(T - cos Or - Or cos 0(r - 2T) + sin fi(T - 2T)

+ 2 sin Or (45)

112(r) = 13(r - 2T) cos 13(r - 271) - sin 13(7. - 2T). (46)
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The integration in (44) leads to the result

H(Y) = 2 sin Y + 13 T sin Y -2 / 2
7' ( 1

1
(47)

2 Y - 0 J+ #1 .

The complete equation for the spectral density can now be written in
the form

2A2 sin 2 ( Cij -9 wl) 2T sine (w w2) T
w( f) _ _

T[1 - 2 cos (w - a)T cos ,QT + cos' 1371]

2A2 sine

[
1 1

co - COI CO - CO2

(co + wi) sin2 (C4 0)2

2
)

2
T[1 - 2 cos (w a)T cos ST cost )311]

(48)

The intermediate step converting the original integral (43) to the form
(44) is very helpful in reducing the labor required to obtain the final
form (47). Incidentally, (44) shows that the function H(y) is the
Fourier transform of a function of 7 which is time -limited to the range
0 to 2T. We also point out that discrete components do not appear in
u(t). The spectral density function is continuous at all frequencies and
varies as the inverse fourth power of the frequency at frequencies remote
from col and co2. The latter property must exist because the waveform
of the signal is continuous at all times.

We now return to the three cases of commensurability which we
found necessary to avoid in deriving the general result of (48). When
OT is a multiple of 7, an examination of (25) shows that B(t) differs
from at x.00t -I- 95 by a multiple of 2r, and hence

u(t) = A cos (at x±i0t 4)), nT < t < (n 1)T. (49)

Comparison with (7) shows that we now have one of the degenerate
cases in which the generally discontinuous phase becomes continuous:
i.e., that case in which 01 = 02 = 4) and co2 - col = no, , r being an integer.

When OT is a multiple of 7 and aT is not a multiple of r, we have
(02 - col ---- rw8 , (-01 1C08 , and it follows that 2coi/co8 , 2co2/&.8 are
not integers. Setting 7(2w171)) 7(2c02T), 7(co2T wiT) to zero in (15)
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and using

col) = Sin`

2siii

w -2 "1 T =

r even

w
a

T)GG(w-
rri2

[W - CY

2

2 - CY

COS - - - -9
[ r odd (50)

G(co - co2) G(co - (01) (51)

together with the corresponding expressions for G(0.) + wi), G((.0
gives wv(f) in

w2),

w( f) = wr( f) [6( - fl) + f - f2)] (52)

where the notation is the same as in (18). When r is an even integer
we calculate

A2

w"( f) = 2T Isin2 C 2 T

sill`

and when r is odd
2

2 (U) ")w"(f) =
cos 71

1 1
2

- W1 - CO - CO21

+ a)
1'

1
Lk)

+ CO,/
1

2

1 1
12

W - Wl w - CO2

w
COs2 ± T [0., +1

(53)

(54)

In the next case both 13T and aT are multiples of r ; i.e., W2 - col = nos ,

W2 + COI = 1CO8 , and 204/w. , 202/6)$ are integers. Now all of the terms in
(15) must be considered and

G(w - Wi) = G(w - W2)

= G(co col) = G(0) ± (02) =

Combining terms in (15) gives

sine -W2 T for 1 - r even

T(0 -cost for 1 - r odd.
(55)
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'
n)"') = 2T

sin` (1) T for 1 - r even

cost
T for 1 - r odd j

COI + W2)2

1 1

+ 2 ( 1 1 f 1 1

[
1

\ 2

- Wi W W2/

)W- CO1 W- W2 W ± W1 CO ± W2

In the last of the exceptional cases, both aT and OT are odd multiples
of w/2. That is,

(56)

2aT = (21 + 1)r,

213T = (27. + 1)7,

Equivalently

/ = 0, 1, 2,

r = 0, 1, 2, .

) cos 20] .

w2/cos = (1 r + 1)/2

oh/cot = (1 - r) /2.

The value of E0 obtained by substituting (57) in (34) is

2
--jEo(t nT, 7) = cos ar cos tir + cos [(a ± 13)(2t r) WI]
A

(57)

(58)

(59)
+ > cos [(a - i3)(2t T) 20].

Substituting k = 1 in (35) and then inserting the special conditions of
(57) we obtain

4
El(t nT, T) = cos ar[cos aT - cos 0(2t r)]

- cos /3r cos [a(21 r) 24] + cos [(a + 13)(2t T) 20] (60)

± cos [(a - 0) (2i ± 7) +

Since OT is an odd multiple of w/2, the value of cos 13T is zero. For
k > 1 the right-hand member of (35) contains cos (3T as a factor. Hence
Ek(t nT, r) vanishes for k > 1. It follows that the autocorrelation
function vanishes for r > 2T and there can be no discrete sinusoidal
components in the spectral density function.

A better understanding of this remarkable behavior can be obtained
by examination of a particular signaling interval in which we are equally
likely to find one of the two possible waves A cos (wit + 4,1) and
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A cos (0)4 + 02). At the next switching instant, say t = nT, we either
continue with the same wave or shift to the other frequency with
continuous phase. There are thus four possible waves in the succeeding
interval, viz.,

(i) A cos (colt + IA)

(ii) A cos L-2- + , ib1 (0J2 col)n71

(iii) A cos [wit + #e + (W2 - col)nT1

(iv) A cos (wet 02).

Since (w2 - wi)T is an odd multiple of 7, the second and third terms
can be written as ( -)"A. cos (wet Iki) and ( A cos (wit + #2)
respectively. Waves (i) and (ii) are possible when the initial frequency
is col , and waves (iii) and (iv) are possible when the initial frequency
is w2 . Now examining the possibilities after the next subsequent switching
instant, t = (n 1) T, we find that for the original frequency equal to
wi , the waves (i) and (ii) can change to the four possible waves:

(i) A cos (wit + #1)

( -)n+1A cos (wet + 01)

(iii) (- )"A cos (cod +

(iv) -A cos (wit + th).

It will be noted that the first and fourth waves are the same except for
opposite signs and likewise for the second and third. In other words, for
any observed value of frequency in a specified interval, the possible
waveforms in the second succeeding interval can be divided into equally
likely positive and negative matching pairs. This behavior, once estab-
lished, must continue into all succeeding intervals. Hence the average
lag product over the ensemble at fixed t and T must vanish for T greater
than 2T.

This may also be seen by noting that when 2j3T = (2r + 1)7r, the
quantity 3T (xi +  + x - nx.+0 appearing in the definition (25)
of B(t) is an even or odd multiple of r according to whether
(x, +  + xn - Tan+1)/2 = r is even or odd. Hence

A(-)' cos (wet + 0),
u(t) =

A( -)r" cos (wit + cp) ,

Xn+1 = 1

Xn+1 = -1.
(61)

For any observed set of x1 , x_41 leading to a definite u(t) in the nth
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interval, the waveforms in the second succeeding interval can be written

as

A ( - ) r+(rn+2-rn) COS ( wit + (1)),

A( -) r.+(rn+2-rn) cos (wit +

Xn+3 = 1

Xn +3 = 1.
(62)

Since 7.4.2 - r contains '4+2 only through the term x4.2/2, the forms
in (62) are of random sign independent of the original form (61).
Hence the waveform in the second succeeding interval is entirely inde-
pendent (in sign and frequency) of the waveform in the original interval.

Since E0(t nT, T) and El(t nT, r) in (59) and (60) are found
not to depend on n, we can evaluate the autocorrelation function by
averaging over t in a single signaling interval as follows

T-r
1

R.(7) = %0(t nT, T) dt,

fEl(t nT, T) dt 0 < T < T
T-r

(63)

1 T-r
Ru(T) = -T

0

El(t nT, r) dt, T < T < 2T. (64)

For 0 < T < T, we calculate

4T - OT
sin 131

A2
R(T) = [(2T COS arT) cos

(65)

+ cos 20
[cos OT sin ar sin (a + (i)T sin (a - (3)T1

a 2(a + 0) 2(a - (3)

For T < r < 2T,

4T Ru(r) - + Sin# 1=[(2T T) COS 137- COS ar

(66)

- cos 20
[cos 13r sin ar sin (a + )3)r - sin (a - 13)ri

a 2(a + () 2(a - () J.
The spectral density function is then found to be

r 2T

Wu( = 4 j Ru(r) cos wr dr

s2 in.2 coT
= A

[( 1 1 1 1)
\ 2

(67)
2T w - wl w - co2 col w . (-02

(11 1 )
+ 2 1

- co)
wl w2

COS 201.
(
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The difference between this result and the limit of the general expres-
sion (48) when the special case (57) is substituted consists of the term
containing 2cp. This exceptional case thus has the property of remem-
bering the initial phase angle even though the spectral density is con-
tinuous. The reason is that the phase of the wave with respect to the
signaling interval must remain fixed throughout all time and is, there-
fore, not subject to averaging as in the more general case.

IV. FOURIER TRANSFORM METHOD

Expressions (48) and (67) for w.(f) have been obtained by first
computing R (T) and then taking its Fourier transform. As mentioned
earlier, w (f) can also be obtained by working with a Fourier -type
integral of u(t) taken over a long time interval. This method will now
be sketched for the case in which 20T is not a multiple of 7r.Most of
the intermediate steps are omitted. If they were included, the length
of the derivation would be comparable to the derivation based on
R(r).

The spectral density w (f) of u(t) = A cos B (t) is the limit of
2(1 SN( f, NT) 12)/NT as N 00 . In this expression

NT N-1
SN(f, NT) = ej`"-11(t) dt = E 87, (68)

0 n=0

s = Ae-j"T f e-j" cos B(t + nT) dt (69)
Jo

where s is a function of f. The ensemble average of

I SN(f, NT) 12
N-1 N-1

= E E SnSm*
n=0 m=0

N-1 N-1 N-k-1
= E son* + E E (SnSni-k* Sn-I-kSn*)

n=0 k=1 n=0

is the sum of terms of the form
T T

(Sn+kSn*)
A2e-jwkr fejwt dt ej"

(70)

(71)
(cos Bni_k(t nT kT) cos Bn(r nT)) dr.

In these equations sn* denotes the conjugate complex of s .

The procedure used to obtain expressions (30) and (31) for Eo(t, r)
and Ek(t, r) leads to
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2(cos B(t nT) cos B(r nT)) = cos a(t - r) cos 0(t - r)
(72)

+ cos [a(t T 2nT) 20] cos 13(1 r) cosn2fiT

2(cos /3.4k(t flT kT) cos B(1- nT)) = cos a(t - T kT)

cos fit cos /3( - T) cosk-i f3T + cos [a(t T 2nT kT) (73)

+ 20] cos Pt cos 0(7- T) cosk-1 OT cos" 20T

where k > 0 in the last equation.
We shall consider only the case in which 2/3T is not a multiple of 7.

Then the terms in (72) and (73) containing cos" 2f3T contribute nothing
to the left-hand sides of

N-1

urn E *)sns.
N -.co =0

2-'A2 nit f cj'T dT cos a(t - T) cos 13(t - r)
0

N-k-1
lim N-1 E (s+,,,s.)
Nyoo n =0

T= 2-1A2e-iwkr CoSk-ifiT f Cjw` dt el" cos a(t - T + AT)
0

(74)

(75)

cos fit cos fi(r - 7') (1T.

Expression (48) for the spectral density w(f) is now obtained by
performing the integrations and then summing with respect to k as
indicated in (70).

V. ILLUSTRATIVE CURVES

Fig. 1 shows a typical curve for the spectral density function when
the phase is discontinuous at the instants of transition. The curve is
calculated from

w( f) / A2 - 3(f fl) + 5( f2)

8 8
(76)

G(00 - col) G(w - (,)2)
7-2T(w - 0.02 I 2T (w - W2)2

which is an approximation to (15) and (18). It holds when W2 WI is

not a multiple of w and in addition 0.4 and 0:2 are so large that the
portion of the spectrum folded back from CO = 0, i.e., the portion de-
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Fig. 1- Spectral density of random binary FSK wave with discontinuous
phase at transitions. Frequency shift = 0.8 times signaling frequency.

pending on inverse powers of w + col and co + (42 , is negligible. The
contribution of the neglected terms becomes appreciable only when the
marking or spacing frequency is less than the signaling frequency. It is
convenient to let x = co/co, = f/f. , xl = , and x2 = 12118 .

Fig. 1 is calculated for the case (42 - w, = 0.8w8 , i.e., x2 - x, = 0.8.
The abscissa is x - x, . The ordinate is f8w(f)/A2. The curve is sym-
metrical about x - x, = 0.4. The steady-state terms are represented
by spikes of infinite height and infinitesimal width at x = x1 and x = x2 .

Each of these spikes has an area of 1. The area under the continuous
curve is I. The total area is 1, which is the mean -square value of the
signal wave per unit of squared amplitude.

Fig. 2 shows a case of continuous phase corresponding to a frequency
shift equal to 0.8 times the signaling frequency. This curve was computed
from (48) where, again, the terms containing inverse powers of w + (41
and w + W2 are assumed to be negligibly small. Since the infinite spikes
representing steady-state components are absent, the total area under
the curve must be I. We note that peaks of finite height and width
appear just outside the interval bounded by the marking and spacing
frequencies. These peaks become more pronounced and move toward
the marking and spacing frequencies as we approach the commensurable
case in which the frequency shift f2 - fl is exactly equal to the signaling
rate f, . Fig. 3 shows the curve for frequency shift equal to 0.95 times
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Fig. 2 - Spectral density of random binary FSK wave with continuous phase
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the signaling rate. Here the peaks are almost twenty times as high as
in Fig. 2. The limiting case of x2 - xi = 1 is exhibited in Fig. 4. The
finite spikes of Fig. 2 and 3 have now become full-fledged impulses of
infinite height, infinitesimal width, and area 8. They represent the
mean -square value of steady-state components at the marking and
spacing frequencies. The continuous part of the curve was calculated
from (54), noting that (w - a)T = 27r(x - xi - 1) in this case. Fig.
5 shows a representative curve on the other side of the limiting case,
with the frequency shift taken equal to 1.2 times the signaling rate.
The finite peaks now appear inside the interval between marking and
spacing frequencies.

It is instructive to study the transition from Figs. 2 and 3 to Fig. 4.
Since the curves are symmetrical about x - xl = (x2 - xi)/2, it is
sufficient to consider the region of rapid change near x = x1 . Setting
x2 - xi = xd , we approximate (48) for tvi,(f) in this region by

tv( f )
A2 sin2 (x - xi)r sin2 (x - x2)7r

272f.(x - x1)2[1 - 2 cos (2x - x2 - x1)71- cos xor
cos2 sod

(77)
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We are interested in the behavior of (77) as x2 - x1 approaches unity.
Setting x2 - xl = 1 - e and x - = y, we find that when both E
and y are small compared with unity we can approximate (77) by

Lw.(f) m2
+

(y +02 (78)

It is seen that Y depends on y approximately as shown in Table I.
The value y = ± 00 corresponds to several positive or negative multiples
of e, and therefore actually becomes small in absolute value as E ap-
proaches zero. It follows that Y hitches onto the value 0.125 shown at
x = x1 in Fig. 4. The curves shown in Figs. 2 and 3 correspond to e = 0.2
and E = 0.05. They show the behavior indicated by (78). In particular,

TABLE I - APPROXIMATE ORDINATES OF SPECTRAL DENSITY
IN THE NEIGHBORHOOD OF PEAK

y -00

0

-e/2

1/(27,2,2)

0
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Y obtains its peak value of approximately 1/(27r2e2) near y = - e/2
and drops down to about half the peak value at y = - e/2 ± 7f e2/4.
When e = 0.05, the peak value of Y is 20.3. The area under the peak,
as measured by the integral of Y taken from y = - to y = E, ap-
proaches * as e approaches zero. This agrees in the limit with the area
of the impulses shown in Fig. 4.

The work of Sunder has indicated that the special case in which the
frequency shift is equal to the bit rate has a theoretical advantage in
that intersymbol interference can be suppressed at the sampling instants
in the output of an ideal frequency detector. The results presented here
show one method by which such a frequency lock can be attained. Since
the two principal peaks of the spectral density function reach maximum
height when the condition x2 - xl = 1 is attained, the output of a
spectral analyzer can be used to determine the proper bias on the
tuning control of the keyed oscillator. Another possible instrumentation
can be devised by use of the autocorrelation function. When the signal
wave with continuous phase transitions is multiplied by itself delayed
by a large multiple of the bit interval, the average value of the product
tends toward zero except when the frequency shift is locked to the bit
rate. In practice, the advantage of a rigid lock -in to the theoretical
optimum has not proved to be very significant. The actual reduction
of intersymbol interference which could be achieved by choosing the
best value of frequency shift would typically be masked by other
departures from the ideal conditions.

Fig. 6 illustrates the case in which aT and $T are odd multiples of
r/2. The significantly different properties exhibited are not very pro-
nounced except when marking and spacing frequencies are sufficiently
low to be comparable with the signaling rate. The case shown in Fig. 6
applies when the marking frequency is half the signaling frequency and
the spacing frequency is equal to the signaling frequency. The frequency
shift is half the signaling frequency. The curves are calculated from (67)
for three different values of the initial phase angle. Since there are no
steady-state components, the area under each curve must be 0.5. The
peak of the spectral density function changes from 0.763 to 0.857 as the
cosine of the initial phase angle is varied from -1 to +1. The ordinates
become zero at x = z, 2,1, . As x approaches infinity the maximum
values of the intervening loops decrease as X-13 when cos g6 = 1 and as
x4 for other values of cos 4.

When the values A = L/2, f2 = .18 corresponding to Fig. 6 are substi-
tuted in the general equation (48) for w(f), the result is the case
cos 20 = 0 shown in Fig. 6. This is to be expected since when the con-
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ditions = f8/2, f2 = fa are almost (but not quite) satisfied, the phase
of u = A cos B,, (t) changes by a small amount, or by 7 plus a small
amount, from one transition point to another. Over a long period of
time these small changes accumulate and have the same effect as
replacing cos 24) by its average value 0.

Figs. 7-12 inclusive show the normalized autocorrelation functions
corresponding to the cases of Figs. 1-6 respectively. To avoid making
the curves depend on the values of marking and spacing frequencies,
we have indicated the envelope of the high -frequency oscillations in
Figs. 7-11. The autocorrelations are obtained by multiplying the solid
line curves by 2A2/cos [(c02 -I- col) r/2], which in terms of the lag time r
is a cosine wave at the midband frequency. The resulting oscillation has
the value unity at T = 0 and is contained within the solid and dashed
curves. Fig. 12, which is drawn for specified marking and spacing fre-
quencies, shows an actual autocorrelation function.

The typical case of discontinuous phase, which is illustrated in Fig. 7,
has a linearly damped envelope until T reaches the value T. At time T
the envelope changes continuously to that of the sum of two cosine
waves at the marking and spacing frequencies. The latter envelope is a
cosine wave at half the difference frequency and it persists with un-
diminished amplitude throughout all values of T greater than T. Fig. 8
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represents the same case as Fig. 7 except that the phase is continuous.
The effect is that the envelope of the autocorrelation in Fig. 8 decays to
zero at infinite lag time instead of oscillating with constant amplitude.
The decay in each multiple of T after the second one is produced by a
multiplication of the corresponding values in the preceding interval by
cos (x2 - xi)/r, which has the value -0.809 in Fig. 8. As x2 - x1 ap-
proaches unity, the multiplying factor produces only a slight reduction

1.0

0.5
z
O

CL 0
CC

0
0

-0.5

-1 0
0

S
CONTINUOUS

2 -; = 0-8
PHASE

// /..."-.'N/ \\ 4/.0-

/

/
/

\
\,.....

/, \.........."

I
/

/
//

../
08 1.6 24 3.2 40

LAG TIME, 77T
48 56 8.4

Fig. 8 - Envelope of autocorrelation function when phase is continuous at
transitions and 12 - = 0.81, . Actual autocorrelation is full line curve multi-
plied by (A2/2) cos [(w2 coi)r/2].



2382 THE BELL SYSTEM TECHNICAL JOURNAL, SEPTEMBER 1963

1.0

z 0.5
O

O

0
3
< -0.5

-1 0
O

X2 -S,= 0.95

/

/-"\i \
\

//
i-'

\

///
/

/ \--%

\\ //
/

0,-/

/
/
/

/

\\\._,/

/

/
\\ /

///./
\\.....,

/

1

i/
/

08 1.6 2.4 32 40 48
LAG TIME, r/T

56 64 74

Fig. 9 - Envelope of autocorrelation function when phase is continuous at
transitions and f2 - f 1 = 0.95f, . Actual autocorrelation is full line curve multi-
plied by (A2/2) cos Rw2 wi)T/2).

in each interval and the oscillations retain appreciable amplitude for
very large lag times. Such behavior is emphasized in Fig. 9 for the case
of x2 - xi = 0.95, cos (x2 - xi)ir = -0.9877. The very slow departure
from constant amplitude oscillations indicates that the signal wave
contains components which are very nearly sinusoidal. The time domain
analysis thus agrees with the sharp high peaks found in the frequency
domain analysis, as shown in Fig. 3 for x2 - xi = 0.95.

Fig. 10 shows the limiting case in which the phase is continuous and
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x2 - = 1. The appearance of the line spectral terms is indicated by
the constancy of the amplitude of oscillations for T > T. Fig. 11 for
x2 - xl = 1.2 corresponds to Fig. 5. The decay rate is the same as in
Fig. 8, since cos 1.2r = cos 0.8r. The period of the oscillations is de-
creased.

Fig. 12 shows the singular case in which the sum and difference fre-
quencies are both odd multiples of half the signaling frequency. The
values chosen are the same as those of Fig. 6. The autocorrelation func-
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tion is time limited, vanishing for all values of T greater than 2T. The
dependence on initial phase is indicated by the three curves, which are
drawn for the cases of cos 20 = 0, 1, and -1 as in Fig. 6. The total
variation in the height of the negative peak with 4 is 0.07.

Fig. 7 differs from Figs. 8-12 in that the discontinuity in phase of the
signal wave produces a discontinuity in the slope of the autocorrelation
curve at T = T. This is consistent with the decay of the spectral density
of Fig. 1 with the inverse square of frequency at high frequencies. The
spectral densities of Figs. 2 to 6 vary ultimately as the inverse fourth
power of frequency, which requires not only the slope but the second
derivative of the corresponding autocorrelation functions, Figs. 8 to 12,
to be continuous at all values of T.

VI. SUMMARY OF RESULTS FOR SPECTRAL DENSITY AND AUTOCORRELA-
TION

Table II lists the equation numbers of the expressions giving w.(f)
and R.(7) for the various cases which can arise. Let J., = 1/T be the
signaling frequency and fi , f2 be the marking and spacing frequencies.
Also, let 1, r denote integers.

TABLE II - LIST OF EQUATIONS FOR SPECTRAL DENSITY AND
AUTOCORRELATION OF FSK WAVE

Case

Equation Numbers

liou(f) Ru(r)

Discontinuous phase:
(a) general case (15), (18) (19)
(b) degenerate cases (17), (18) (19)

Continuous phase:
(c) f2 - = rfa f2 (52), (53), (54) (19)
(d) fa - fi = rfa , f2 fl = Ifs (52), (56) (19)
(e) 12 - fi = (r

f2 = (1 + (67) (65), (66)
(f) all other continuous phase cases (48) (36), (37)

VII. OTHER RELATED PUBLICATIONS

Jenks and Hannon2 have given spectral density curves for the case of
frequency shift equal to bit rate which they state have been taken from
a forthcoming paper by Pushman in the Journal of the British Institute
of Radio Engineers. The curves shown are in agreement with ours for
the same case. We have not seen the complete work. Our interest in
the problem was initially stimulated by discussions with I. Dorros,
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who has made use of some of our results in a study3 of the transmission
of binary data by FM over a band -limited channel. Since completing
the work, we have become aware of a publication by Post1,4 who has
calculated the spectral density for binary continuous phase narrow -band
FSK in which the midband frequency is large compared with both the
frequency shift and the signaling rate.
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Binary Data Transmission by FM
over a Real Channel

By W. R. BENNETT and J. SALZ
(Manuscript received April 26, 1963)

Formulas are derived for probability of error in the detection of binary
FM signals received from a channel characterized by arbitrary amplitude -
and phase -vs -frequency distortion as well as additive Gaussian noise. The
results depend on the signal sequence and can be presented in terms of aver-
ages over all signal sequences or as bounds for the most and least vulnerable
ones. Illustrative examples evaluated include Sunde's method of suppressing
intersymbol interference in band -limited FM. The effects of various repre-
sentative channel filters are also analyzed. A solution is given for the problem
of optimizing the receiving bandpass filter to minimize error probability at
constant transmitted signal power. It is found that a performance from 3 to
4 db poorer than that theoretically attainable from binary PM is realizable
over a variety of filtering situations.

I. INTRODUCTION

This paper undertakes to refine and extend the state of knowledge
concerning performance of FM systems for binary data transmission
over real -life channels. The particular aim is application to facilities such
as exist in the telephone plant. Efficient use of the available channels
constrains the bandwidth allowed for a given signaling speed. The
luxury of a bandwidth sufficient to permit frequency transitions without
amplitude variations and without dependence of present waveform on
past signal history would in general imply an unjustifiably low informa-
tion rate for the frequency range occupied. We therefore concentrate
our attention on the band -limited channel with its inherent distortion
of the FM data wave.

We assume a linear time -invariant transmission medium specified by
its amplitude- and phase -vs -frequency functions and the statistics of
its additive noise sources. The limiting noise environment in the tele-
phone plant is typically nongaussian and not well defined even in a

2387
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statistical sense. Nevertheless, with the usual apology, we shall perform
our analysis in terms of additive Gaussian noise. Justification of the
relevancy is based on the following considerations:

(a) Laboratory tests on data transmission systems are made at present
by adding Gaussian noise and counting errors. Good performance in
terms of low error rate as a function of signal-to-noise ratio under such
test conditions is found to be indicative of good performance on actual
channels.

(b) Identification and removal of nongaussian disturbances is a
feasible and continuing process which should eventually lead to a more
nearly Gaussian description of the residue.

Our measure of performance is expressed in terms of error probability
vs the ratio of average transmitted signal power to average Gaussian
noise power. In most of the work we assume white Gaussian noise is
added at the receiver input. A convenient reference is then the average
noise power in a band of frequencies having width equal to the trans-
mitted information rate in bits per second.

II. STATEMENT OF PROBLEM

A block diagram of the transmission system under study is shown in
Fig. 1. The data source emits a sequence of binary symbols which for
full information rate are independent of each other and have equal
probability. The analysis can be generalized without analytical incon-
venience to assign a probability m1 to one of the two binary symbols
and 1 - m1 to the other. In conventional binary notation the symbols
are 1 and 0. It is convenient to express binary frequency modulation of
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an oscillator in terms of positive and negative frequency deviations.
The combination of data source and low-pass filter is accordingly defined
by the shaped baseband data wave train

where

00

s(t) = E bg (t - nT) (1)
11 =- CO

bn = 2an le (2)

The values of an represent the data sequence in binary notation. The
probability is m1 that the typical an is unity, and 1 - ml that it is zero.
The value of b is +1 if an is unity, and -1 if a is zero. The function
g(t) represents a standard pulse emitted by the low-pass filter for a
signal element centered at t = 0.

Ideally, the oscillator frequency follows the baseband signal wave
s( t). This would imply an output voltage from the FM oscillator
specified by

V(t) = A cos [coct + 00 + µ s(X) dXl. (3)fo

Here, A is the carrier amplitude, we is the frequency of the oscillator with
no modulating signal applied, to is an arbitrary reference time, 00 is the
phase at t = to , and is a conversion factor relating frequency dis-
placement to baseband signal voltage. The instantaneous frequency of
the wave (3) is defined as the derivative of the argument of the cosine
function. It can be written in the form co, + wi , where wi , the deviation
from midband, is ideally expressed by

toi = aus(t). (4)

In the practical case, the transmitting bandpass filter restricts the
frequency -modulated wave to the range of frequencies passed by the
channel. The purpose of this filter is to prevent both waste of trans-
mitted power in components which will not reach the receiver and
contamination of the line at frequencies assigned to other channels.
The result is a transformation of the voltage wave (3) to a band -
limited form, which must depart in more or less degree from the ideal
conditions of constant amplitude and linear relationship between
frequency and baseband signal. The line also inserts variations in
amplitude- and phase -vs -frequency which cause further departures
from the ideal. For our purposes it is sufficient to combine the line
characteristics with those of the transmitting filter into a single com-
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posite network function determining the wave presented to the receiving
bandpass filter.

The receiving bandpass filter is necessary to exclude out -of -band noise
and interference from the detector input. It also shapes the signal
waveform and can include compensation for linear in -band distortion
suffered in transmission. Two contradictory attributes are sought in the
filter -a narrow band to reject noise and a wide band to supply a good
signal wave to the detector. An opportunity for an optimum design
thus exists and will be explored in this paper.

The frequency detector is assumed to differentiate the phase with
respect to time. The post -detection filter can do further noise rejection
and shaping in the baseband range, but its only function in our present
analysis is to separate the wave representing the frequency variation
from the higher -frequency detection products. The slicer delivers
positive voltage when the detected frequency is above midband and
negative voltage when the detected frequency is below midband. The
slicer output is sampled at appropriate instants to recover the binary
data sequence.

The noise -free input to the detector will be written in the form

Vr(t) = P(t) cos (wet + 0) - Q(t) sin (wet + 0). (5)

P(t) and Q(t) represent in -phase and quadrature signal modulation
components respectively, which are associated with a carrier wave at
the midband frequency we with specified phase 0. Such a resolution can
always be made, even though the details in actual examples may be
burdensome. The added noise wave at the detector input is assumed to
be Gaussian with zero mean and can likewise be written as

v(t) = x(t) cos (wet + 0) - y(t) sin (wet + 0). (6)

If v(t) represents Gaussian noise band -limited to ±2w, , x(t) and y(t)
are also Gaussian and are band -limited to ±we . If the spectral density
of v(t) is wv(w), the spectral densities of x(t) and y(t) are given byl

wx(c0) = wy(co) = wv(coc + co) + wv(wc - co), co i < we (7)

In general, x(t) and y(t) are dependent, with cross -spectral density

wzy(w) = i[wv(coc - w) - wv(coc (4)1 (8)

and cross -correlation function expressed in terms of Ri,(T), the auto -
correlation function of v(t), by

Rzy(r) = -21?,,(7) sin WcT. (9)
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The cross correlation vanishes at T = 0, and hence the joint distribution
of x(t), y(t) at any specified t is that of two independent Gaussian
variables.

We shall also require the joint distribution of x and y with their time
derivatives ± and y. The latter are Gaussian with spectral densities

2 /Wi(W) = w5(w) = wWx(1)). (10)

The cross -spectral densities are

w,2(w) = wyi(w) = jcowx(co) (11)

w.i(co) = icon(w) = co[wv(co. + w) - wv(coc - 0)1 = -wiy 

The cross correlations are
co

Rsi(r) = wxi(w)eirw = - cowx(w) sin rw dw
co

= Rui(T)

R.6(T) = Riy(T) = 1V.6(0.)eirw (10)

00

(12)

(13)

(14)

=
. _

w[wv(coc + co) - wv(c,),, - (4)1 cos rc4 do.).

The cross correlation of x and ± as well as of y and y vanish at T = 0,
and hence at any instant i is independent of x, and y is independent of
y. The cross correlations of x and y, and of ± and y, do not vanish in
general, but do vanish in the special case in which

wv(coc + w) = wv(we - w). (15)

This is the case of a noise spectrum which is symmetrical with respect
to the midband and represents a reasonable objective in system design.
Since the simplification in computational details is quite considerable
when the condition of symmetry is imposed, and since the departures
caused by lack of symmetry are not of primary interest, we shall assume
henceforth that (15) is satisfied. The four variables x, t, y, and y are
then independent and have the joint Gaussian probability density
function

1 x2 -t-, y 2
. X2 -r y

p(x, y, x, 9) = exp -
47r2ao2cr? 2502 2cri2

(16)

cro2 = f wx(co) dco = 2 wv(w, ± co) dco (17)
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0-12 = f wi(co) do) = 2 w2wv(w, w) dw. (18)

The noise -free detector input wave (5) can be written in the equivalent
form

Vr(t) = R(t) cos [wet + OM] (19)
where

R2(0
=

p2(0
Q2(t) (20)

tan OM = Q(t)/P(t). (21)

The frequency detector and post -detection filter combine to deliver a
wave proportional to the instantaneous frequency deviation from mid -
band. Taking the constant of proportionality as unity, we write for the
output wave

0/(t) = arctanQ(t) - P(t)Q'(t) Q(t)P'(t) (22)
dt PO) p2(1) Q2(t)

With the functional dependence on t understood, we write this equation
in the form

cV(t) = = (P0 - QP)//e. (23)

When the noise is added, the detected frequency is changed to

(t) = - (J) + :OW + 1)) - (Q Y) (P (24),k

(P + + (Q + y)2
Assuming that the system does not make errors in the absence of

noise, we can express the probability of error in a given sample of
instantaneous frequency taken at the time t = n17 as the probability
that IP' (nT) is negative if 4'(nT) is positive or the probability that
1,1/(nT) is positive if 4,i(nT) is negative. Since the system has memory,
the values of P, Q, P, and Q at any sampling instant depend on the
entire signal sequence. Our procedure is first to show how the error
probability can be evaluated at any sampling instant for any sequence.
We then calculate error rates for specific sequences and establish bounds
for most and least vulnerable sequences.

Since the denominators of (23) and (24) are inherently positive, the
decisions are made entirely on the basis of the signs of the numerators.
Therefore, we do not require the distribution function of the instan-
taneous frequency itself. In fact if we let

P = xl,

Q = 91,

+ P = ±1

+ =
(25)
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we require only one value of the distribution function of the variable z
defined by

z = xith - yid) (26)

The error probability is fully determined in any specific case either by
the probability that z is negative or by the probability that z is positive.
That is, if F(z) is the distribution function of z, we only require the value
of F(0).

We shall derive a general expression for F(0) in terms of a single def-
inite integral. From this integral we shall then obtain definite integrals
representing bounds for the error probability when arbitrary binary data
sequences are transmitted. No restrictions on range of signal-to-noise
ratios are made. The results will be applied to special cases of practical
interest. One is Sunde's binary FM system which avoids intersymbol in-
terference in a finite band in the absence of noise. When noise is added
in this system, the detected samples become dependent on past signal
history. It has been found possible to give a complete treatment of the
Sunde method, including optimization of the receiving filter for minimum
probability of error with fixed average transmitted signal power. The
other cases analyzed in detail are based on design parameters actually in
use on FM data transmission terminals.

III. GENERAL SOLUTION

Our first observation is that when x1 and yi are fixed, the variable z
of (26) is defined by a linear operation on the two independent Gaussian
variables and yi . Hence the conditional probability density function
p(z x1 ,th) of z when x1 and yi are given is Gaussian with readily
determined parameters. We accordingly write

2

p(z I
1

, yi) = exp [- (z
2o-2

zo)1
(27)

o-V27r- j
The mean zo is the sum of the means of x1 i1 and -y1±1 , that is,

zo = xl av - yi av = x1Q - (28)

The variance u2 is the sum of the variances of x,yi and hence

2 (x12 y12)cri2. (29)

The complete probability density function p(z) for z is obtained by
averaging the conditional probability density function over x1 and y1 
This is done by multiplying (27) by the joint probability density
function of x1 and yi and then integrating over all x1 and yi . Calling the
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latter function q(x1, yi), we can express its value by substituting the
values of x and y from (25) in (16) and integrating out the x and
terms. The result is

Then

1

q(xl Yi)
27rcr2

exp [_ (xl P)22 - Q)2
o 0-02

(30)

p(z) = L p(z yi)q(xi , yi) dxi (31)
L. -00

The probability of error when the noise -free sample of frequency
deviation is positive is

0

P+ = f p(z) dz = p(-z) dz. (32)f
Likewise, when the noise -free sample is negative, we obtain a probability
of error

00

P_ = f p(z) dz. (33)
0

The problem is thus reduced to the evaluation of the triple integral
obtained by combining (27), (30), and (31) with either (32) or (33).
It is shown in Appendix A that the result of these operations can be
expressed in the following form

P+ = 1
err

R

V2o-0

R 1
R2

exp erfc I"(1 - 2)4 - 16; dx.
20-0V-2-; -1 2o-02

(34)

The value of P_ is obtained by subtracting the right-hand member of
(34) from unity. We note that 4; is positive for P+ and negative for P__ .
The symbol!? is used for dR/dt where R is given by (20). In a pure
FM wave, R = 0, but this condition cannot be maintained in a finite
bandwidth.

Differentiating partially with respect to R and rearranging, we obtain

aP+
=

1

X exp [-R2x2 R2 i2 (1 x2) E2x2
-

OR rcrocri 0 2cro2 2.12

sinh
Rjr."'x (1 - x2)1

dx.
2

(35)
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We note that aPvale vanishes when R = 0 and at no other value of R.
The latter follows from the fact that the integrand of (35) cannot
change sign in the interval of integration. We also find that a2Pvaie
is positive when R = 0. We conclude that P+ is minimum with respect
to R when and only when R = 0. A lower bound on the probability of
error for any fixed R and 4, is therefore obtained by setting R = 0,
giving

Pi = -1 erfc
2 V2o0

zGrov7-27
exp erfcR4'(1 - x2)1dx.

Also, since P+ must be monotonic increasing with I R I, the largest
probability of error for any fixed R and ck occurs when R has its largest
possible absolute value. These deductions are of aid in selecting the data
sequences which have most and least probabilities of error.

It is shown in Appendix A that P1 can be written in the equivalent
form

(36)

Pi =
r / 2 -ex

R2e/ (2012)
d0.-f [ 1p 2 .2 (37)71- o (I,

1 + cro - 1) cost 0
0-12

It is also shown that when 4, < (cri/(70), the limiting form for large
signal-to-noise ratio - i.e., R large compared with a-0- is given by

0-_2 i2 -1 R2
Pi

N
- 1 exp -2o-02 (38)

RcbAlt-T7r (712

When ,k > (G-1/cro), the limiting form becomes

P1

0.02 .2\ -1

ex
R2 .22,

R (1,-V2ir a.12
p

20-12)

When c& = al/ , we have the exact result

(P = 1 R2
i - exp

2o-02

(39)

(40)

The general equation for error probability (34) can conveniently he
expressed in terms of the following three parameters

2 R2=
20.02

(41)
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2 .2

a2 = 0.0

cr?

b2 -
2o12.

(42)

(43)

Equation (34) then becomes

P+ = erfc p 2/7 -1
CP2x2 erfc [ap(1 - x2)4 - bx] dx. (44)

Evaluation of this equation in terms of the three parameters p, a, and b
gives the error probability for any of the FM systems considered.

IV. ERROR PROBABILITY VS SIGNAL-TO-NOISE RATIO

In analog systems the performance is often expressed in terms of
signal-to-noise ratio in the receiver output. In the case of audio and
video signals, where subjective judgments determine the requirements,
the signal-to-noise ratio furnishes a good criterion. In the case of data
signals, however, performance is judged in terms of errors made, and
the errors cannot be predicted from the signal-to-noise ratio alone. The
error rate depends in general on the distribution of the noise values.
Furthermore, in good systems the errors are rare and hence are associated
with infrequent noise conditions. The central part of the noise distribu-
tion is of less importance than the tails.

We illustrate the difference between a straight signal-to-noise ratio
analysis and a direct error probability calculation in FM by a simple
example. Consider the case of a long sequence of mark signals leading to
a constant signal frequency coe + cod . The signal wave can then be
written in the form

V(t) = A cos (w, 0.7d)t

= A cos coat cos coct -A sin cast sin wet.

Comparing with (5) and noting that we are omitting the arbitrary
phase angle 0, which is of trivial interest, we make the identifications

P(t) = A cos codt Q(t) = A sin wdt. (46)

Then, by differentiation

P'(t) = -codA sin codt Q'(t) = codA. cos code. (47)

If a sample is taken at t = 0

P=A P = 0 Q = 0 = oldA. (48)

(45)
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Then from (24) the error ik -om in the detected frequency deviation
because of additive Gaussian noise is

V = (.4d
(A + x)(codA ± - y±

(A + x)2 -+2 - cod (49)

In a signal-to-noise ratio calculation for the case in which the signal
amplitude is usually much larger than the noise on the line, (49) would
be written in the form

coda x/A) + VA + (x - yi)/A2
P COd (50)+ x/A)2 (y/A)2

If we then assume that A is large compared with x, y, ±, and y, we retain
only first -order terms in small quantities and construct the following
approximate result, valid most of the time

v x/A) /A - cod (1 + 2x/ A)

= - codx) / A

The approximate spectral density of the frequency deviation error is
then

wv(w) [Wu /A2
0.4,2) vA2.

The approximate mean -square value of error can now be found by
integrating the spectral density function wv(w) over all frequencies.
However, we cannot obtain the probability of error from this value
because we do not know the distribution function. A nonlinear operation
has been performed on a Gaussian process, and the result must be non-
gaussian. In this case Rice2 has shown that the central part of the
frequency error distribution is approximately Gaussian. His argument
does not apply to the tail. When the signal exceeds the noise most of
the time, it is only the tails of the distribution which are important in
determining the probability that an error is made in distinguishing
between mark and space frequencies.

Since there is no intersymbol interference in our example the exact
expression for probability of error is given by (37) with R = A and
cis = cod It can be seen from the limiting forms for large signal-to-noise
ratio, (38) through (40), that the Gaussian approximation from (52)

cannot approach the correct result. The result obtained from (52) must
contain both the original and differentiated noise spectra in the argument
of the exponential part of the approximation at large signal-to-noise

(51)

(52)
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ratios. In (38) and (39) the exponential depends on either go or al but
not both.

As another example of the difference between inferences from signal-to-
noise ratio and error probability, it is interesting to consider the case
of differentially detected binary phase modulation. In this system the
polarity of the present carrier wave is compared with the polarity one
bit ago. The binary message is read as 1 for a phase reversal and 0 for
no phase change. By intuitive reasoning one could easily conclude that
there would be a 3-db penalty relative to synchronous detection with a
noise -free period. Certainly, in the differential case noise is added to both
waves under comparison, and the bit interval is usually long enough to
make the two noise samples substantially independent of each other.
Signal-to-noise ratio analysis supports the intuitive argument when the
average noise power is small relative to the average signal power. A
direct calculation of error probability, however, exposes the fallacy and
reminds us sharply that the noise is not small compared with the signal
when errors occur. If we focus attention on the large noise peaks which
cause error, we can see that the simultaneous combination of dis-
turbances on both waves does not imply the same probability of disaster
as would follow from concentration of all the noise on one wave.

The differential binary PM problem can in fact be solved as a simple
special case of the analysis we have developed for FM. The input wave
to the detector can be written as

Vr(t) = [P(t) x(t)] cos coct - y(t) sin wet. (53)

The detector operates by multiplying Vr(t) and Vr(t - T), selecting
the low -frequency components of the product, and sampling the output
at intervals T apart. If we assume weT is a multiple of 27 and identify
quantities evaluated at t - T by the subscript d, the binary decisions
are based on the sign of the wave

Va(t) = (P x)(Pd xd) yyd . (54)

When the correct binary decision is 0, the signs of P and Pa are the
same, and an error occurs if the sampled value V. is negative. When the
correct binary decision is 1, the signs of P and Pa are opposite, and an
error occurs if the sampled value of Va is positive. The two cases are
symmetric and an analysis of either suffices. For the case of the symbol
0, P = I'd , while for the case of 1, P = -Pd

In calculating the signal-to-noise ratio for the case of a symbol 0,
we would write

Va =P x xd xxd YYd) (55)
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Then if P is large compared with x, xd , y, and yd , we approach a con-
dition in which the decisions are based on the sign of P x xd . If
x and xd are independent, the sum x xd represents samples from random
noise with twice as much average power as the samples of either .r or rd
alone. This tempting argument leads to the 3-db rule.

In a direct calculation of error probability, we recognize that the
influence of xxd and yyd cannot be ignored at the tails of the noise
distribution where the errors occur. In particular, if x and xd are both
very negative, tending to cause an error in a symbol 0, the value of xxd
is large and positive, tending to prevent the threatened damage.

To find the error probability, we compare (54) with (26), and note
that we have a special case of the previous solution if we make the
following identification

z =Va xi =P Pd+xa
yi = y -Yd.

The remainder of the solution proceeds as before if x, y, xd , and yd are
independent Gaussian variables. The independence is guaranteed if the
second -order correlation functions vanish at lag time T. One difference
between this case and the earlier one is that the variables x, y, xd , and yd
all have the same variance. This specialization can be made in the earlier
work by setting cro = Qi = o-. By comparing with (25), we further note
that we can now set Q = P = 0, Q = Pa = P. Hence we also have
R = P and R = 0. Corresponding to 4. we insert the value which Va/R2
assumes in the absence of noise, namely = P2/P2 1. In terms of
(41), (42), and (43) we then have

2

P =
2cr2

P2

(56)

a2 = 1 b2 = 0. (57)

Hence the answer is given by (40), namely

P+ = P_ = 2e Pz. (58)

In the ideal case, a bandwidth fo is sufficient to send signals by binary
PM at a rate fo bits per second without intersymbol interference. This
allows for upper and lower sidebands with widths fo/2. If the spectral
density of the noise is vo watts/cps, it follows that cr2 = vofo . Then M,
the ratio of average signal power to the average noise power in a band
of width equal to the bit rate, is equal to the ratio of P2/2 to vofo and
hence M = p2. The formula for error probability is thus found to agree
with the one given by Lawton.' Average signal power 0.9 db greater
than the coherent case is required for an error probability of 10-4. The
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difference in performance between the differential and purely coherent
cases approaches zero at very high signal-to-noise ratios.

V. SUNDE'S BAND -LIMITED FM SYSTEM WITHOUT INTERSYMBOL INTER-

FERENCE

E. D. Sunde4 has described a binary FM system in which the inter -
symbol interference in the absence of noise can be made to vanish at
the sampling instants, even when the bandwidth is limited to an extent
comparable with that used in AM transmission. The method is remark-
able in that a type of result similar to that given by Nyquist5 for AM
systems is obtained for all sequences in spite of the nonlinear FM detec-
tion process which invalidates the principle of superposition. The per-
formance falls a little short of the corresponding AM case, in that some
dependence on the message appears when noise is added.

Fig. 2 shows a diagram of Sunde's method. The binary message is sent
by switching between two oscillators. The difference between the oscil-
lator frequencies must be locked to the bit rate, and the oscillators must
be so phased that the frequency transitions are accomplished with con-
tinuous phase. The combination of sending filter, line, and receiving
filter modify the switched output to produce a spectrum at the input to
the frequency detector with even symmetry about the midband and
with Nyquist's vestigial symmetry about the marking and spacing fre-
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Fig. 2 - Sunde's band -limited binary FM system.
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quencies. The latter must be high enough relative to the bit rate to
prevent appreciable lower sideband foldover.

The output of the switch is represented by

E(t) = A[1
- 8(0] cos [(coc - wd)t 08]

(59)

+ 75- [1 + s(t)] cos [(we + wd)t 0,].

In (59) A represents the amplitude of the output and must be the same
for each oscillator. The switching function s(t) represents the baseband
data wave of (1). When s(t) = -1, the first term has amplitude A
and the second term vanishes. When s(t) = +1, the first term vanishes
and the second has amplitude A. The center of the band is the frequency
Lac and the total frequency shift is 2wd . For minimum bandwidth the
angular signaling frequency c,..0 = 27/T must be equal to 2wd . One of the
two phase angles 08 and O. can be arbitrary, but the two angles must
differ by 180 degrees. Under these restrictions, the value of E(t) can be
written as

E(t) = A sin wdt sin (wet + 08) - As(t) cos wdt cos (wet -I- 08). (60)

Sunde requires that the input wave to the frequency detector can be
written in the form

VT(t) = A sin wdt sin (wet + Or) - Asi(t) cos (wet + 07) (61)

where Mt) represents the data sequence with g(t) replaced by Mt).
The latter must be a pulse which gives no intersymbol interference when
the data rate is 1/T. That is,

00

sl(t) = E (-)nbMt - n7') (62)

and Mt) assumes the value unity at t = 0 and has nulls at all instants
differing from t = 0 by multiples of T. In mathematical notation

gi[(m - n)T] = 8. (63)
and

s1(mT) = (-)'b.. (64)

The requirement as actually stated by Sunde differs from (61) in
that his analysis is based on a switching function which assumes the
values 1 and 0 at the sampling instant rather than 1 and -1. The two
expressions for the requirement can be shown to be equivalent. Equation
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(61) has the advantage that the function Mt) has the average value
zero for a random data sequence with equal probability of the two
binary symbols. This fact enables an easy separation of the spectral
density of Vr(t) into line spectra contributed by the first term of (61)
and a continuous spectral density function for the second part.

Incidentally, it is clear from (61) that all the signal information is
contained in the second term, and that the first term can be regarded
as a pair of pilot tones at the marking and spacing frequencies co, ± cod .

The sole function of these pilot tones is to enable an FM detector to
recover the message. The information carrying part of V,(1) can equally
well be regarded as double-sideband suppressed -carrier binary AM or
binary phase modulation, with the carrier frequency placed at we . The
ideal way of detecting such signals is by multiplication with a coherent
carrier wave, which must be transmitted as part of the data wave in
some way. Detection of Vr(t) as FM has a practical advantage in that
there is no carrier recovery problem; the wave is ready for the frequency
detector with no further processing. The penalty for transmitting pure
sine waves is a waste of signal power. As will be shown quantitatively
later, such waste results in an unfavorable comparison with more
nearly ideal systems.

To show that the stipulated conditions are sufficient to suppress
intersymbol interference in the detected frequency of V,.( 0, we identify
P(t) and Q(t) of (5) with the applicable terms of (61) as follows

P(t) = -Asi(t) (65)

Q(t) = -A sin Wdt. (66)

We then calculate

/"(t) = -Asi'(t) (67)

Q' (t) = -wail cos coat. (68)

If we take frequency samples at t = mT we find that since wdT = r

P(mT) = (-)1"-"1i,

P' (mT) = -Asi'(mT)
(69)

Q(mT) = 0

Q' (mT) = (-)"1+10.),1A.

Hence in (23), evaluated at t = mT

= (PP = cod/b, = bmwd (70)
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Fig. 3 - Nyquist's condition of vestigial symmetry.

The value of the instantaneous frequency deviation at the mth sampling
point is, therefore, equal to wd if s(mT) = 1 and equal to -cod if
s(mT) = -1. Freedom from intersymbol interference is thus obtained
if (64) is satisfied.

As shown by Nyquist, a sufficient condition for obtaining (64) is
that the standard pulse g1(t) is the impulse response of a network with
transmittance GI(w) w ) of the form shown in Fig. 3, described mathe-
matically by

G1( ±wd - X) + GI( ±0),1 + X) = 2G1(wd) = T 0 < X < 0.41 . (71)

We say that a function satisfying (71) has vestigial symmetry about
frequency cod because it has the type of symmetry called for in a vestigial
sideband filter with the carrier at cod . We can think of the response at a
frequency exceeding cod by an amount X as exactly compensating the
deficiency in the response at the frequency less than wd by the same
amount X. The ideal low-pass filter is a limiting special case occurring
when the transmittance vanishes for I co I > cod . The amplitude can be
associated with linear phase shift, which changes only the origin of time.
Unnecessary complication is avoided by carrying through the calcula-
tions with zero phase shift.

The conditions imposed on the filters and line to transform (60) to
(61) can be expressed in terms of the Fourier transforms of g(t) cos codt
and gi(t), which we represent respectively by C(w) and Gi(w). Both
C(6)) and G1(w) are purely real and are given by

C(w) = I (J(l) cos codt cos wt

= [G(co - cod) + G(co cod)U2

(72)
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Fig. 4 - Spectrum at input to detector in Suede's FM system.

Gi(w) = f gilt) cos cot di. (73)

The result, obtained by multiplying cos (wet os) by g(t) cos coat or
gi(t), is to place upper and lower sidebands on the frequencies ±w,. , as
shown in Fig. 4, with spectra equal to C(w - (00/2 and Gi(w - co,)/2
respectively on we . The required transmittance function for the com-
bination of sending filter, line, and receiving filter is then

Gi(w - coc)Y(w) - (74)
C(w - we)

This function transforms the second term of (60) to the second term of
(61). It is also necessary for the first term of (60) to remain unchanged.
The first term can be written as the difference of sine waves of fre-
quencies we - C.0 d and we + wa . These components will be unchanged by
the operation Y(w) if

C(±wd) = Gi(±wd) or Y(w, ± cod) = 1. (75)

It can readily be seen that the condition (71) required on Gi(w) translates
to the same condition for Gifu) where u = w - we .

The relations can be made clearer by working out an example. Suppose
the switching is rectangular and there is no lost time between contacts.
The function g(t) is then defined by

1, -T/2 < t < T/2
g(t) = (76)

Let the received signal Vr(t) have a full raised cosine spectrum centered
at co, , with vestigial symmetry about co, -I- cod and w, - cod . We then
write
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T(1 + cos 'fl -u )/ 2
9

Wd
Gi(11

We calculate

V < 2wd

u I > 2cod .

(77)

T/2 2Wd COS (COT/2)
C(0.) = 2 f cos coat cos cot dt0

Wag
- (78)_

7r(cod2 --'7Tu2)(1 + cos
(w) - .a -cod

V - w. (79)
4c0d2 cos 7-I

hum

This function satisfies the required condition that Y(coc ± cod) = 1.
In practice it is difficult to control two oscillators with the necessary

precision to meet Sunde's requirements. One method of realizing the
system approximately is to begin with two high -frequency crystal -
controlled oscillators of frequencies n(0), - cod) and n(coa cud), where
n is a large integer. The phases of the two oscillators are not under
control and are assumed to be 01 and 02 , respectively. Frequency step-
down circuits are introduced after each oscillator to give outputs of
frequency co, - Wei and we cod with respective phases Odn and 02/n.
By multiplying these two outputs and selecting the low -frequency
component as shown in Fig. 5, we obtain a wave of frequency 2cod and
phase (02 - 01)/n. This wave can be used to control the timing of the
binary input symbols. For the switched marking and spacing frequency
sources we use the stepped -down component of frequency we - cod
directly and the component of frequency we cod with reversed
polarity. The required frequency and phase relations are then satisfied

CRYSTAL
OSCILLATORS

cdd) r n
1

FREQUENCY
STEP- DOWN

n(coc-wd)

n :1
FREQUENCY

STEP-DOWN

wc- d

MULTI-
PLIER

4,-)c wd

LOW
PASS

FILTER

2CAJd

BIT
TIMING

DATA
SOURCE

SWITCH
CONTROL

wc±wd

Fig. 5 --- Practical realization of Sunde's system.

SENDING
FILTER

TO
LINE
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except for a slow drift in the time scale caused by the lack of perfect
stability in the original oscillators.

To calculate the probability of error when Gaussian noise is added to
Sunde's FM signal, we identify the values of P(mT), P'(mT), Q(mT),
and Q'(mT) of (69) with P, P, Q, and Q respectively. The general ex-
pression for the probability of error, (34), is expressed in terms of R
and R. We calculate

R = (P2 + Q2)1 = A (80)

R'(1) =dt [P2(1) + (22(t)11

= [P(t)P'(t) Q(t)Q'(01/R(t) (81)

= R'(mT) = (PP + Q())/R = (-)m±lAbmsi'(mT). (82)

From (62)

CO

sii(mT) = E (-)nbngil(m - n)11. (83)

From (73) we verify

gi(rT) =

1it fo w d

71=-00

Gi(co) cos (cern (Ito

G1(wd - co) cos [r7'(cod - CA))] dco

1 d-J G1(0.1d + CO) COS [rT (Led + dco
7 0

2
G1(wd) cos rir j:

wd

= - cos rcoT dw = bro

(84)

This checks our previous requirements expressed by (63) and (64). By
differentiating (73) and substituting t = r71, we find

12wdgi'(rT) =
o

coGi(w) sin corT dw. (85)

The value of this integral in general is not zero except when r = 0. It
appears, therefore, that at any sampling instant t = mT the value of 1?
depends on all the values of b in the sequence except b. .

For further progress we take a specific example, namely the full
raised cosine spectrum for G1(w). We set
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G1(w) = 71(1 + cos 7rw 0) 2cod .
OM

Then

gil (rT) = -T2r f 24' d
7r OJ4 +1

o
COS

)
.) OM

sin wrT dw

Jo- r 0 0.
r(1 - 47.2)

From (85), we noted that cal' (0) = 0. The value of E can now be found
from (82), thus

(86)

in
nb

= r+1 b,f0A[
E-1

E
=,+,(m - n)[1 - 4(m - n)2]

= -bnifoA E n bm+n b,.._.n

11 = n(4n2 - 1)

(87)

(88)

We observe from our previous study of the integral defining the
probability of error that for fixed R the most vulnerable sequence is
the one which has the largest absolute value of R. The least vulnerable
sequence is the one for which R = 0, and this can be obtained by setting
b,+ = bm_. for all n. The maximum absolute value of R occurs when
b,+ and b,_ have opposite signs and the signs are reversed when n
changes by unity. The resulting value of I 1? I is6

1

= 2f0A n(4n2 - 1)

= 2foi1 (loge 4 - 1) = 0.7726 foA.
(89)

The upper and lower bounds for the error probability are found by
substituting Rm and 0 respectively for 1? in (34). By (80) the value of
R is constant and equal to A. From (70), 4) = bm(s)d . It is important to
note that while the intersymbol interference is suppressed in the absence
of noise the error probability with noise present does depend on the
signal sequence. This occurs because frequency detection is a nonlinear
process, and the effect of noise cannot be found by merely adding a
noise wave to the detected frequency output.

The actual spectral density of the noise facing the frequency detector
is under the control of the system designer, since the selectivity of the
receiving bandpass filter is not determined by the requirements thus
far discussed. We have stated what the received signal spectrum at the
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detector input should be, but this is a resultant of signal shaping at the
transmitter, the transmitting filter selectivity, and the transmittance
of the line, as well as receiving filter selectivity. The latter can be
varied within reasonable limits if the others are adjusted in a comple-
mentary fashion to obtain the desired output response. In evaluating
the merit of different receiving filter designs it is reasonable to compare
them with the same average signal power on the line. We shall also
assume that the line has been equalized for unity gain and linear phase
over the band so that it can be considered as a transparent link in the
system.

The average signal power on the line can be computed in terms of
(a) the transmittance function Yr( co) of the receiving filter, (b) the
required function Gi(w) representing the spectrum of the modified
switching function Mt) at the detector input, and (c) the statistics of
the data sequence. Details of the calculation are given in Appendix B.
An interesting consequence of the assumptions that the FM wave has
continuous phase and that the frequency shift is equal to the signaling
rate is the appearance of discrete components on the line at the marking
and spacing frequencies even when the data sequence is random. This
means there are transmitted sine waves which consume power but carry
no information. An optimization procedure aimed at conserving power
would very nearly suppress these components at the transmitter by
balance or by sharp antiresonances and restore them to their proper
relative amplitudes by complementary narrow -hand resonance peaks in
the response of the receiving bandpass filter. The bandwidth used to
augment these frequencies at the receiver could in theory be made so
small that no appreciable effect on the accepted noise would result. The
system would then only have to deliver the average power associated
with the continuous part of the FM spectrum.

Actually, even a partial suppression of the steady-state components
on the line would destroy much of the advantage of signaling by FM.
The system would become more sensitive to gain changes and over-
load distortion. Accurate tracking of the suppression and recovery cir-
cuits for the marking and spacing frequencies would be difficult at best
and would be practically impossible over a channel with carrier fre-
quency offset. The narrow -band recovery circuits would contribute to
a sluggish start-up time. In fact, about the only remaining resemblance
to FM would be the use of an FM detector. If low-level tones can ac-
tually be recovered successfully from a received wave, it would be better
to use them for synchronous PM detection, which is a linear method
capable of attaining ideal performance in the presence of additive Gauss-
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ian noise. It appears that Sunde's system should carry the power in the
steady-state components in order to deserve the name of FM.

Standard variational procedures can be applied to find the shape of
receiving filter selectivity which minimizes probability of error when
the average signal power and the spectral density of added Gaussian
noise on the line are specified. The solution of the optimization problem
is given in Appendix B, and means are shown for completing the com-
putation of the corresponding probabilities of error for the most and
least vulnerable data sequences. In the case of white Gaussian noise on
the line, the optimum receiving filter has very nearly the same cosine
characteristic found by Sunde for optimum binary AM transmission.
The bounds for error probability are plotted in Fig. 6 for both FM
proper with no suppression of steady-state tones and the abnormal FM
with marking and spacing frequencies suppressed. Also shown is the
ideal curve representing what can be proved to give the best possible
binary performance. The ideal curve can theoretically be obtained for
example by coherent detection of binary phase modulation. Differen-
tially detected phase modulation requires about 1 db more signal power
than ideal at an error probability of 10-4.

It is seen from Fig. 6 that when the suppression bands are inserted
in Sunde's binary FM system, the theoretical performance is only about
a half db poorer than ideal, but, as previously pointed out, this does
not represent a true FM system. The more legitimate FM has error
hounds from 3 to 3.5 db poorer than ideal. However, a penalty of this
order of magnitude could be a fair trade in many cases for the advan-
tages of a much simplified receiver relatively immune to many channel
faults.

VI. APPLICATION TO DATA TERMINALS FOR USE ON TELEPHONE CHAN-

NELS

We now apply our formulas to calculate error probabilities in binary
FM transmission with terminals more closely resembling those actually
in use on telephone channels. In the design of real -life terminals, the
emphasis is placed on ruggedness and simplicity. The bit rate is not
locked to the frequency deviation. The filters do not meet elaborate
optimization requirements. The significant conclusion from our evalua-
tion of error probabilities for the practical systems is that the degrada-
tion of performance compared with the ideal is actually very slight.

The probability of error as given in (44) is generally applicable to
FM systems. There are three parameters, p, a, and b, given in (41) to
(43). The first parameter p is a signal-to-noise ratio. It depends on the
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Fig. 6 - Error probabilities for Sunde's binary FM system with additive
Gaussian noise. Bounds are for most and least vulnerable sequences. Noise refer-
ence is mean noise power in bandwidth equal to bit rate.

ratio of instantaneous envelope of the received signal to the rms noise
voltage at the detector input. For any given front-end filter, this pa-
rameter can be expressed in terms of average signal-to-noise ratio at
the input of the receiver. The parameter a depends on the ratio of in-
stantaneous frequency displacement at the sampling time to the Gabor
noise bandwidth, 0-1/0-0 , of the receiver. The third parameter b depends
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on the derivative of the instantaneous envelope at the sampling time.
For a given channel these parameters can be computed for any par-
ticular signaling sequence. The true probability of error could conceiva-
bly be obtained by averaging over all possible sequences, but this would
be a formidable task. Instead we will give bounds on the probability of
error for the most and least vulnerable sequences over a finite repre-
sentative set of signaling intervals.

We first consider the system in Fig. 7, which has amplitude -vs -fre-
quency "raised cosine" type roll -off but no phase distortion. Equal filter-
ing takes place at the transmitter and receiver. The modulator applies a
pure FM wave of constant envelope to the transmitting filter. In other
words, the modulator and the demodulator are ideal. The data source
is composed of rectangular pulses. The frequency deviation in cps is
equal to half the bit rate. These rates and deviations are characteristic
of practical systems.

With the aid of a digital computer, S. Habib has calculated the pa-
rameters given in (41) to (43) for 210 sequences. From these calculations
we have computed an upper and a lower bound on the probability of
error. These results are shown in Fig. 8. The probability of error for all
other sequences will fall between the two curves labeled "best" and
"worst." Superimposed on the same graph is the ideal curve, which
can only he achieved with ideal phase systems and coherent detection.
The FM detection is, of course, incoherent.

Our next example applies the theory to a real bandpass filter used in
an operational data set. Fig. 9 shows the system considered. The curve

t
V(t) = cos pot + Xf S(x) dx]

T to

S(t)

H (f) = cos (24)

F(t) =A {ARG[vocin}

FM
MOD-

ULATOR
H(f) H(f)

Volt) F(t) F(nT)

v FM
DEMOD-

ULATOR

oy.°
IH(W)I \\

''--- N(t) = WHITE GAUSSIAN
NOISE

Wc -41d we Wc+Wd
If I -1100

Fig. 7 - Ideal FM modulator and demodulator with transmitted and received
signals equally shaped by "raised cosine" type roll -off amplitude characteristics
and no phase distortion.
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of loss vs frequency for the filter used is given in Fig. 10. The curve
departs from the condition of symmetry about midband, and also the
separation between the signal and carrier bands is not sufficient to make
overlapping effects negligible. The marking and spacing frequencies were
assumed to be 1200 and 2200 cps, respectively, and the signaling rate
1200 bits per second. As shown in Fig. 11, the calculated results are
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T v(t) = cos[wct + S(x) dx]
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T

Fig. 9 - Ideal modulator and demodulator with received signal shaped by filter
characteristics used in FM data set and shown in Fig. 10.

about 1 db better than the experimental results obtained with a random
word generator, random noise generator, and error counter. The experi-
mental system included an axis -crossing detector and post -detection
low-pass filter, which do not correspond precisely with the theoretical
model. In view of the differences cited, the agreement between calculated
and experimental curves is good. The penalty suffered by the actual
back-to-back channel compared with the best theoretical FM perform-
ance is between 2 and 3 db. Somewhat more optimistic estimates have
been given in other published studies.7'8 The effects of amplitude and
delay -versus -frequency variation in the channel are calculable by use
of the computer programs we have established.

It was shown in the previous sections that a lower bound on the prob-
ability of error occurs when the parameter b is set equal to zero. For

40
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0
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Fig. 10 - Receiver bandpass filter loss vs frequency characteristic.
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this reason we include Fig. 12, showing a set of universal curves relating
the corresponding minimum probability of error to p and a.

APPENDIX A

Evaluation of Integral for Error Probability

We evaluate the integral

P+ = f dz fc° p(-z I x,y)g(x,y) dx dy (90)
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where

p(-z I x,y) - 1 (z (2x - Py)2
01[27(.0 y2)1i exP L 20'12(x2 + y2) (91

1 [ (x - P)2 (Y -Q)2.
q(x)Y) exp (92)

7UTO- 20'02
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The integration with respect to z can be performed at once in terms of
the error function by substituting a new variable u defined by

(z av 15,y)2 20.12(x2 d- 71)112.

The result is:

1 1 (2x - Py
P + = erf

2 47r a-02 f o- 1[2 (x2 ± y2)11

(x - P)2 (Y - Q)2 exp - ][ dx dy.
2cro 2

(93)

(94)

We now transform to polar coordinates, setting

x = r cos 0 y = r sin 0 dx dy = r dr (10 (95)

We also let

P cos 0 + Q sin 0 = R cos (0 - a) = R cos

II) cos 0 -P sin 0 = D cos (0 + 13) = D cos (4/ ±

where

R2 = P2 + Q2 = 2 c o2
D2 p2 (2

li= 0 - a

tan a = Q/P

tan = /
= a+ a.

(96)

The result of the transformation is

1 - 2P+ =
7)e -P2 r D cos(4,f f exp

r2[ - 2rR cos
r dr.

(97)
erf

27(42 72- o-1 CI
20-02

The integration with respect to r can be performed by subtracting
and adding the term R cos 4' to r. This enables separation of the inte-
grand into a perfect differential and a term which can be expressed as
an error function. We thereby obtain

1 1r D cos(4,
1 - 2P+ =21r f erf

0-1

R R2
[1 + -/2Texp (-

2
sin2 11/ COS 11/ (1 erf

We note that both cos 4' and cos (IP + y) change sign when 4 is
increased by r and that sine (4' r) = sine #. Furthermore, the inte-

(98)
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gration in (98) is over one full period in 4', and for every value of in
the left half of thc-fr)eriod there is a corresponding value in the right
half at 4 + F. Since the error function, erf z, is an odd function of z, a
change in the sign of cos 4 or cos (4. -y) changes the sign of the corre-
sponding error function in the integrand. If we multiply the first term
under the integral sign by the terms within the bracket following, we
see that there is only one product which does not change sign at points

apart. The integral of the other products must vanish. The integral
of the one which does not change sign is twice the integral over a half
period of 4. Hence

R fxI2 R2
1 - 2P+ -

0-oV21- r 2
exp (- sin20)

2cro2

cos(0 +
cos erf -

crl

From (96) and (23)

D cos -y = D(cos a cos 0 - sin a sin 0)

7-JP Q /5\ PO - QP
RD RD R

- Rck

D sin y= D(sin a cos + cos a sin 0

(99)

(100)

= D(?? ± 11; i)b) - (2° -ER- P15 (101)

1 d (R2) dR
dt Tit "

Therefore

D cos (11. -y) = D cos -y cos ti/ -D sin .y sin ik

= Mb cos 4' -R sin 4'.

Now substituting x = sin 4. in (99) we rearrange to obtain

P+ = - erf
1 P f 1

e
_ 2:2 Rg1 2)4 hx

dx. (103)
2 2v ir

0-1.

Equation (34) of the main text is obtained from (103) by substituting
the complementary function erfc z = 1 - erf z.

The lower bound Pion the probability of error for any fixed R and
was shown in the text to be obtained by setting R = 0. When this
substitution is made in (103) and the definition of the error function

(102)
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in terms of an integral is inserted, we obtain
fap (1-x2)i22 f1 cp2,2
J

e-2 dz. (104)
2 r o

The parameters a and p are defined by (41) and (42). If we substitute
px = y the expression becomes

Pi = -
p a(p2-1,2 )i

dy dz.1 2

2 7r oo
(105)

The region of integration in the double integral consists of the first
quadrant of the ellipse

z2/ )2 y2/i,2 (106)

After transforming to polar coordinates by setting y = r cos 0 and
z = r sin 0, we can perform the integration with respect to r. The result
is

1 ri2 a2p2

= Jo eXP [ - 2sin 0 + a2 cost 0] dO. (107)

This is equivalent to (37) of the main text.
The integral has a simple value when a = 1, which is equivalent to
= 0-1/0-0 For this case the integrand is seen to become a constant

and (40) results. This coincides with a result given for a special case by
Montgomery.' By a change in the meaning of the parameters it also
gives the error probability for differential binary phase detection as
discussed in Section IV. In the general case, the limiting form of P1
for large signal-to-noise ratio can be calculated by the method of steep-
est descents. Saddle points occur at 0 = 0 and 0 = 7r/2. When a > 1,
the saddle point at 0 = 0 determines the asymptotic form of the in-
tegral for large p and (38) is obtained. When a < 1, the saddle point
at 0 = 7r/2 is dominant and we obtain (39).

APPENDIX B

Optimization of Receiving Filter for Sunde's FM System

Our problem is to find the receiving filter characteristic which mini-
mizes the probability of error in Sunde's FM system when the average
transmitted signal power and the spectral density of the noise on the
line are specified. In terms of Fig. 13 the transmittance function for the
filter is Yr(co) and the output of the filter is Vr(t) as defined by (61),
(62), (71), and (73), namely
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Vr(t) = A sin Wdt sin (wet + Or) - Asi(t) cos (wet + Or) (108)
cc,

Mt) = E - rbngi(t - nT) (109)

Gi( ± cod - A) G1(± Wd + A) = 2Gi(cod) = T 0 < X < wit (110)

Gi(w) = f MO cos cot dl. (111)

The input to the filter is the sum of the signal wave V(t) plus the
Gaussian noise wave vo(t). The wave V(t) is defined as that function
of time which when operated on by 17,(0)) produces Vr(t). The noise
wave v(t) at the input to the frequency detector has a spectral density
equal to I l',.(w) 12 times that of vo(t).

We shall simplify our treatment by assuming a random sequence of
data in which the two binary symbols are selected with equal proba-
bility. The probability is then equal to 0.5 that any particular b has
the value +1 and also 0.5 that the value is -1. We regard Vr(t) as a
member of an ensemble of random functions with a distribution in the
infinite number of independent random parameters bn . The randomness
appears entirely in the function si(t). We can calculate the ensemble
average of Mt) at fixed / by adding the individual averages of the terms
in the infinite series defining si(t). When we do this we find that the
only random variable in each term is b , which assumes the values ±1
with equal likelihood and therefore has the average value zero. Hence
the ensemble average of si(t), which we shall designate by (Mt)), is
zero for any fixed value of t. It follows that si(t) can contain no periodic
components, for the presence of any such components would give a non-
zero average at some values of t. Therefore, the spectral density function
of the second term in Vr(t) must be a continuous function of frequency.

To calculate the average square of si(t) over the ensemble, we note
that Mt) is the sum of an infinite number of independent random
variables of form

z = (-)nbngi(t - nT). (112)

The average value of each z. is zero and the variance, or mean square
minus the square of the mean, is equal to the square of gi(t - nT).

FROM
LINE v(t)+vo(t) RECEIVING

BANDPASS FILTER

Yr(co)

Vr(t) + v(t)
TO

FREQUENCY
DETECTOR

Fig. 13 - Function of receiving filter in Sunde's system.
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Since the variance of the sum of independent variables is equal to the
sum of the variances of the individual variables, we can write

(s12(t)) = E g12(t - nT). (113)
n=-00

The average in (113) is an ese
that this average is periodic in t with period T by noting that

(si2(t+g,))==:Emigble averageat

mT)

fixed t. We can show

(114)

Therefore the average over t can be computed by averaging over a
single period from t = 0 to t = T. Hence the average over time which
we shall designate by av is

Tav si2(t) = fT (812(1)) dt =
T

g12(1 - nT) dt
T 0 o

1 cc) (n -1)T 2

= nZo. gi (X) dX = f:g12
(115)

( ) dX.

By application of Parseval's theorem
o0

27T
av s12(t) -

1
G12(w) dw.

00

(116)

Prom (116) we deduce that the spectral density of Mt) is given by
21,0\ pyi2(co)

W1(0)) - )

2771 272
(117)

The spectral density of Vr(t) can now be easily calculated. The first
term can be expressed as the sum of sine waves of amplitude A/2 and
frequencies we + wd and we - CO d . The first term therefore contributes
line spectra with mean square A2/8 at the marking and spacing fre-
quencies. The average square of the second term can be written

2

av [A2s12(t) cost (wet -I- Or)] --- av s12(t). (118)

The spectral components comprising Mt) cos (wet + Or) are those of
s1(t) shifted from their original positions to appear as sidebands around
the frequencies ±we . Hence wr(w), the spectral density of Vr(t) with
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A2 A2
wr(co) - go) -
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8
co. + cod) -1- 8 8(w - co. - cod)

codA2G12(co - we) 0.
470

(119)

It is convenient to let co - w,. = u and write for the transmittance
of the filter

U(u) = Yr(co - co.). (120)

We shall also designate the spectral density of V(t) as w(u). Since
the linear operator U(u) can be applied individually to the components
which make up (119) we must have

A28(u ± cod) A28(u - cod) WdA2G12(u)w(u) -(121)
81 U( -cod) 12 81 U(cod) 12 41-2 I U(u) I2.

The average power on the line is proportional to Wo , the average
square of V(t), which is given by

20d
A2 A2

WO = f w(u) du -
-20d 81U (- wd)I2 8 U(cod) 12

codA2 2cod G12(21 )

-2.d I U(u) 12
du.

We make the reasonable assumption that 1 U(u) 1 is an even function
of u. Combined with the further assumption that the spectral density
of the noise on the line is symmetrical about we this furnishes a con-
venient assurance of a symmetrical spectral density for the noise in the
output of the receiving filter. Since G1(u) is also an even function of u,
we can write (122) in the equivalent form

A.2
wdA2 2cod G12(u

WO - du (123)
4X(cod) 27r2 X(u)

where

X(U) = I U(u) 12.

(122)

(124)

The function X(u) is to be chosen to minimize the probability of
error under the constraint that Wo is held constant. In calculating the
optimum function, the signal power represented by the steady-state
components can be ignored, since this power could be reduced to an
arbitrarily small value by the use of narrow -band suppression tech-
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niques. The constraint on the signal power is therefore that the integral
in (123) is to be held constant.

Let N(u) represent the spectral density of the Gaussian noise wave
vo(t) on the line. Then the spectral density of v(t), the noise in the output
of the receiving filter, is X(u)N(u). In terms of the spectral density
/Mu)) previously defined for v(t) with values symmetrically distributed
between positive and negative frequencies, we have

X(u)N(u) = aw(u coc). (125)

The values of ao and 0-1 necessary to complete the calculation of the
probability of error by (34) can now be found by substituting (125) in

(17) and (18) giving the results

= 2
f2.d

X(u)N(u) du (126)

2.d
0-12 = 2 f u2X(u)N(u) du. (127)

If we substitute (126) and (127) into the general expression for error
probability, (34), and attempt to formulate a variational problem, the
expressions become unmanageable. Instead, we concentrate attention on
the lower bound for error probability obtained by setting I? = 0, (36),
in which it is evident that to make the error probability as small as
possible both ao and al should be made as small as possible. As shown by
(126) and (127), ao and al are not independent. The effect of the de-
pendence can be taken into account by performing the minimization
problem in two steps. First we minimize ao with both al and Wo held
constant. After this solution is obtained, we find by trial the value of
Q1 which yields the lowest minimum probability of error.

Omitting inconsequential multiplying factors, we set the variational
problem as

2,0d 20d

X(u)N(u) du + X f u2X(u)N(u) du

(128)+1,Aelor,
xot) au = 0

where A and µ are Lagrange multipliers and the function under variation
is X(u). The solution is

X(u) - IGI(u) (129)
(1 -1- Au2)5 N4(u) 
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It is straightforward to verify that this stationary value of X(u) actually
gives a minimum value of ao and hence minimum probability of error
for fixed values of of and Wo

Substituting our partially optimized solution in (123), (126), and
(127), we obtain

where

and

002
12" I Gi(u) I Nt(u)= 2,, du (130)

(1 ± Au2)4

2 42wd U2 Gi(U) AT1(U)
0.1 = 21.4 du. (131)

(1 + Xu2)1

W8 ,Gi(u) Ni(u)(1 xuy du (132)

A2N4(cod)(1 Xwd2)1W. -
4µ I GI (cod)

(133)

1 9 -.Gro 2wdI112
( 134 )

p2 112 72(Wo W8)

1 20-12 21213= ( 135 )a2p2 A2,0d2 1.2wd(wo -

11
f d I G1(u) I N4(u) du (136)

= (1 + xu2)1
2wd

12 = G1(u) I NI (II) (1 + XIG2 (111 (137)

13
f2wd u2 1G1(u) N3(u)

du. (138)
o (1 Xu2)4

These equations furnish a straightforward procedure for calculating
the optimum filter characteristic. Each assumed value of A determines
a pair of values p and ap from which the corresponding upper and lower
bounds for the error probability can be evaluated by computer tech-
niques. By successive trials the best value of A can be approximated to
any desired degree and substituted in (129) to obtain the best filter
selectivity function. In actual examples tried, this procedure could be
shortened because the error probability turned out to be very much
more sensitive to the value of p than to the value of ap. If this were
known beforehand, we would place no constraint on of in the minimiza-
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tion of cro . This is equivalent to setting X = 0, leading to the simpler
formulas

1 2Cild
2 w d

I G1( it) I N1( a) du
p2 9f2( Wo - ) [

1 2
2w,i

a2p2 72,0d Wo Ws ) u2 G 1(u) I N1 (u) du

fo

2Wd

Gi(u) I NI (u) du.

(139)

(140)

By applying Schwarz' inequality to the products of integrals in (134)
and (135), we verify that the case of X = 0 gives the maximum value of
p, but that the maximum value of ap occurs when X = 00 . It seems
therefore that an intermediate nonzero value of X would be best, but
in the cases computed the improvement obtainable in this way turned
out to be negligibly small.

As an example, consider the raised cosine signal spectrum in which
Gi(u) is given by (77). We also assume a white noise spectrum in which
N (u) is equal to a constant No . It is convenient to introduce as a signal-
to-noise ratio the quantity M defined by

M = Wo Wo

Nowo 2Nowd 
(141)

This is the ratio of average transmitted signal power to the average
noise power in a band of frequencies of width equal to the bit rate.
Computer results show that the case of X = 0 is practically indis-
tinguishable from the optimum X. Hence we set X = 0 and calculate
for the optimum filter

U(u) = Xl(u) = 1.-L1 -r )1 cos 'E
UNNO 4cod

This is the same cosine filter characteristic found by Sunde to be optimum
for binary AM with synchronous detection. From (132) and (133) we
find that with X = 0

WO - W8
A2wdNol

27/2

Hence

I u I <IQ. (142)

( 1 4 3 )

W. = W0/2 and Wo - W. = W0/2. (144)

From (139), (140), and (141) we then calculate
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2 T1'0 M
P

4codNo 2

2 2 37r21170a p -
16codNo(72 - 6)

371-2.a/
- 0.9563/.8(71.2 - 6)

(145)

( 146 )

If the steady-state components were suppressed, we would set W8 = 0
and would then obtain p2 = M, a2p2 = 1.913M. This would correspond
to a 3-db shift in the direction of lower signal-to-noise ratio when the
error probability curves are plotted against 10 login M.

The curves of Fig. 6, showing the upper and lower bounds for error
probability when Sunde's FM system is optimized, were calculated by
S. Habib on the digital computer. The case of a nonoptimum receiving
filter is illustrated by the corresponding curves for a rectangular band
defined by

X(u) = X0 1 u I < 2cod . (147)

For this case we compute from (126) and (127)
2co d

0.02 = 2 f2wri XoNo du = 4waXoNo (148)
0

0.12 u2x0No - 16ced3XON0
f0

3
. (149)

From (123)

A2 71-U
2

WO =
4X0 80),I X0

(1 + cos 4,-) du = 5A 2

zwd 8X0*
(150)

We then calculate

p2 = 2M/5 a2p2 = 3M/10. (151)

If the steady-state components are suppressed, the average transmitted
power could be reduced to (1 - 1)/(8) = s of the previously deter-
mined value, which is a saving of 2.2 db.
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A Functional Analysis Relating Delay
Variation and Intersymbol Inter-

ference in Data Transmission
By R. W. LUCKY

(Manuscript received May 17, 1963)

A relationship is derived between the delay characteristic in a data trans-
mission system and the distortion in the form of intersymbol interference
created by the delay variation.. The relationship is valid for small delay and
involves a sequence of linear functionals, each of which has a particular sig-
nificance. In addition to applications in the analysis of specific systems,
problems of a more general nature may be studied using this approach. By
various manipulations on the sequence of functionals, bounds on distortion
in terms of 7171S and peak -to -peak delay are derived. On examining the prob-
lem of delay equalization, a set of virtually distortion freedelay functions is
derived and related to minimum -effort and compromise equalization. Both
low-pass and bandpass systems are discussed in turn, with the same general
method of analysis applying to each.

I. INTRODUCTION

In this paper we will analyze and discuss one aspect of the problems
associated with the transmission of digital data through an unknown
linear network. The particular aspect with which we will be concerned is
the effect of delay distortion on the fidelity of the transmission. Delay
distortion arises generally from nonlinearity in the phase shift with fre-
quency of the system transmission characteristic. This nonlinearity
causes different frequencies of the input waveform to arrive at the re-
ceiver at different times, thereby distorting the input waveform.

The problem of delay distortion is particularly acute in the voice tele-
phone network. Since speech is relatively insensitive to phase, the
switched telephone network has not been equalized for phase shift as
well as it has been for attenuation. However, the need has now arisen
to make use of this network for transmission of digital data at high
speeds. The digital data receiver takes the waveforms it receives quite

2427
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literally and becomes hopelessly confused by delay distortion if we try
to send at too high a rate. For instance, in a voice -band channel of 3 kc
Nyquist's famous result tells us that it might be possible to send 6000
independent signals (representing data symbols) per second. However,
the usual rate is around 1000 symbols per second (2000 bits for quater-
nary systems), and higher speeds are impossible because of transmission
distortion.

In subsequent sections of this paper we will be concerned with quanti-
tative effects that delay distortion has on data transmission. This does
not mean that we will analyze any particular system operating in the
presence of a particularly shaped delay variation. This has been done
previously by a number of authors, but notably E. Sunde.' .2,3,4 Rather,
we will be more concerned with the gross features of the relationship
between delay and system performance. For example, if a particular level
of performance is required, what standards may be set on delay such that
this minimum performance level will be guaranteed? What shapes of de-
lay are particularly bad or good? How well does differential delay (the
difference between the maximum and minimum values of delay across
the band) define performance? If a channel is equalized within a certain
tolerance of delay, what level of performance can be achieved?

Inasmuch as the telephone network consists of an ensemble of trans-
mission characteristics from which the channel is randomly chosen, these
questions would seem to be more meaningful than specific performance
figures for particular channels. Consider the problem of comparing data
systems for transmission over the voice network. It is clear that this sus-
ceptibility to delay distortion is all important factor in such a comparison.
The performance of system A will be a random variable defined over the
set of possible connections we could dial, likewise system B. The ana-
lytical portion of comparing the two systems would be best shown as
the probability distributions of performance for the two systems. One
system could only be said to be statistically "better" than the other.
For example, its average performance over the ensemble of channels
might be greater.

Data are now becoming available on the delay characteristics of the
voice network (e.g., Alexander, Gryb and Nast).5 Using these data, it
might be possible to analyze systems for which the delay characteristic
is chosen randomly from this network, or it might be possible to synthe-
size systems which operate well (with high probability) over this net-
work. The latter could be accomplished by taking advantage of certain
features common to the majority of delay characteristics. One way of
doing this is to use a "compromise" equalizer. Quite a question exists as
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to how to design such an equalizer and how much would be gained by
its use. Other possibilities include the use of a bank or set of equalizers
from which a best choice may be made for each call or the ultimate use
of automatic equalization.

In the remainder of this paper we will show an approximate method
whereby the effects of delay distortion may be easily considered in an-
swering such questions as we have asked here. The first section will be
devoted to explaining what performance criterion will be used whereby
a particular channel may be judged as to goodness for data transmission.
In subsequent sections the criterion suggested will be manipulated to
show clearly its dependence on delay for both lowpass and bandpass sys-
tems. A summary of results obtained is presented following the section
on criteria.

II. A PERFORMANCE CRITERION

What we seek in this section is a criterion which may be applied to a
transmission channel to determine how good the channel is for data trans-
mission. Obviously, such a criterion should depend upon what system we
intend to use over the channel as well as upon the noise environment and
input data statistics and the over-all system performance criterion (such
as probability of error) that is used. A channel can't be said to be "good"
or "bad" irrespective of how we intend to use it. Therefore, the only
exact thing which can be done is to treat each possible system sepa-
rately and derive the relationship between delay and performance sepa-
rately for each.

For example, Sunde" .3.4 has analyzed several common systems such
as AM, PM, and FM in a noiseless environment, using the deviation of
the detector output voltage from its undistorted values as a measure of
performance. When the details are carried out, the system performance
is given as a function of sample values of the impulse response of the
over-all system. We call this impulse response h(t)

h(t) = -
0

A (w) cos [cot - dw (1)
7

where A (w) includes signal shaping at the receiver and transmitter as
well as the attenuation characteristic of the channel and /3( w ) is the
channel phase characteristic. Unfortunately, the relationship between
the samples of h(t) and system performance is a complicated one and it
is unclear as to how the shape of the delay, CO, affects the perform-
ance.
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What we shall do is to take one specific system, amplitude modulation,
and show that its performance is monotonically related to a quantity

+.0

D= E I h(to nT) E= lin In= o0
n 00

(2)

which we shall call distortion.
Now, in later sections of this paper we will see how the shape of delay

affects this distortion measure. Therefore, the results given in these sec-
tions may be interpreted as performance for AM systems. However, we
shall argue that this distortion measure may be quite plausible even
though the system being used is not AM. Indeed, many common sys-
tems may have their performance related monotonically to D. This is
to say that a channel which is bad for AM is probably bad for PM too.
This may be considered similar to the "What's good for General Bull -
moose is good for the U.S.A." proposition, but the thought may also occur
that, considering the unknown nature of the noise and input data sta-
tistics, the criterion (2) may be just as good a starting point as some
arbitrary definition of environment and performance measure. At any
rate, we do not intend to dwell on the difficult problem of criteria here.
The criterion D is monotonically related to performance for linear sys-
tems and for those systems which can be approximated as linear.

2.1 The Performance of a Simple Baseband System

A mathematical model of this system is shown in Fig. 1. The trans-
mitted signal consists of amplitude -modulated waveforms whose shape
is Mt)

TRANSMITTER

PULSE
GENERATOR

L

s(t) = E agi(t - nT) (3)

SHAPING
FILTER
G,(w)

J

CHANNEL

G2(W)ejf3M

NOISE

-f-cc

x (t) = an (t-nT) s(t)= V angl(t-nT)
n= -co n=-oo

RECEIVER

SAMPLE
AT

nT+to
THRESHOLD
DETECTOR *-112.

Fig. 1 -A baseband amplitude -modulated system.
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and is generated in our mathematical model (not in practice) by a train
of area -modulated delta functions pulsing a filter whose impulse response
is gi(t). The transfer function of the channel is G2(co)e)41("), so that the
over-all transfer function for the impulse is A(co)e'194 ), with

A(w) = Gi(w)G2(w).

In the noiseless case, the received signal y(t) is
+00

y(t) = f .h(T) E angt - nT - r) dr (4)
n=-co

where h(t) is the over-all system impulse response

h(i) = 1
- A(w) cos [wt - ( 0.) (10).

f+c°
7

Equation (4) may be written

(5)

y(t) = E ah(t - nT). (6)

We sample this received signal at regular intervals of T seconds starting
at time to . At time to we expect the amplitude ao , but we actually get

+00 +00

y(to) = E anh(to - nT) = E a,h(to nT)
= - n

(7)

which is a function of the history of the data sequence { a} . For some
sequences y(to) will be more likely to be detected wrongly than for
others. The error due to intersymbol interference is

+00

E = ao - y(to) = ao[1 - h(to)] - E a_,,h(to nT). (8)
n

n

Now, we are interested in the maximum value this error (which is fre-
quently termed the eye opening) can assume. Assuming the maximum
positive and negative values of the coefficients an are d and -4 re-
spectively, this maximum error is easily written as

Emax = ao[1 - h(to)] - & E' I h(to + nT) i (9)

The first term represents an amplification or attenuation of the signal
by the channel, while the second term represents the worst possible
effect of intersymbol interference. The prime in the summation sign

means deletion of the 11 = 0 term
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E' = E (10)

With the attenuation h(to) close to unity* or normalized, we see that
the distortion is proportional to

D = E' h(to + nT) I. (11)

If the noise were additive with a unimodal distribution, the maximum
probability of error over all sequences would be a monotonic function
of D. For example, if the levels an are spaced equally between +a and
-a and there are N levels, the distance between levels is

2dI an - N - 1I - (12)

and the probability of making an error with Gaussian noise of mean
zero and variance 0-2 is

max prop of error = prol) I noise I >
Ian 1 N

d
- 1

(15)

- a E' 1 h((o _ ,,,T) 1)

P ( e) = 1 - - erf (1,

1

1 -D[
V 2a (N - )]

1- e- '212 dt.erf (.)
V 2

= 1+'
V 27r

( 1 3 )

(14)

The distortion D is a function of the initial delay, to . This sampling
time is optimally chosen such that the criterion D is minimized. This
best time is a functional of the delay /3'(u)) through its influence on the
impulse response. Unfortunately, it is extremely difficult to optimize
to even for a specific impulse response. Therefore, we shall arbitrarily
choose to at the peak of the impulse response. This is a very good approxi-
mation to the best possible sampling instant.

2.2 Discussion of the Criterion D

The distortion criterion D has been written as the sum of the absolute
values of the system impulse response sampled at the symbol repetition

* This is a second -order effect for the small -delay case in which we will be in-
terested.
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rate. The zero sample of impulse response, ho = h( to), is taken at the
peak of the response and is deleted from the summation. We have shown
that for an amplitude -modulated system this criterion is proportional
to the maximum deviation in the absence of noise of the detector output
voltage. The maximum is taken over all possible input symbol sequences.
This performance measure is frequently termed the "eye opening," from
the resemblance to an eye when the output voltage is displayed on an
oscilloscope while random patterns of input symbols are transmitted.

That the criterion D is reasonable for most linear systems may be

roughly shown. We recognize that h(t) represents the system memory,
or response from past signals. At time to we are looking for symbol so
hut unfortunately the system remembers remnants of past and future*
symbols at this time. The symbols are spaced T seconds apart so that
the nth past symbol is "remembered" with relative amplitude

I h(to nT) I.

It makes sense that, the larger the sum of these relative memories, the

worse will be the intersymbol interference. We will show in the course
of our later work how well the performance of a nonlinear system employ-
ing phase comparison detection is predicted by use of the distortion
criterion D.

2.3 A General Di:tortion Criteriont

More generally, we would wish to send the signals chosen from a set
si(t), i = 1, 2, , N. Each symbol is chosen according to some prob-
abilistic rule from this set in time sequence to form the signal

+.3

X(t) = E s(1 - nT). (16)

The signals si( t) are sometimes viewed as vectors in a Hilbert space or
in some finite -dimensional subspace. The effect of sending the sequence
s( t) through a linear network is to cause the received signal during a
7' -second interval to be a linear combination of the desired signal vector
and all other unwanted signal vectors rotated and attenuated by the
channel. For a given channel, if we consider the position of the resultant
vector for all possible infinite sequences of symbols, we define regions of
uncertainty in signal space surrounding the unperturbed vectors si .

For purposes of combating noise we are concerned with the distances

* The memory of future symbols is possible because of the time delay tobetween
input and output.

t This section is not essential to the understanding of subsequent material.



2434 THE BELL SYSTEM TECHNICAL JOURNAL, SEPTEMBER 1963

in signal space between the transmitted vectors, that is, with the num-
bers 11 si - 11, i j. The greater this set of numbers is, the greater the
potential noise immunity of the system. The effect of the channel is to
make these distances a function of the symbol sequence. So we can say
something about what the channel has done to the noise immunity by
specifying the minimum protective distance II si - s; II, i j, with and
without the channel. Thus, we might define a measure of distortion as

Do = 1 - min [m'n II Ji - si (17)
Ri ll Si - Sill

Ri = region of uncertainty due to intersymbol interference surrounding
the symbol si .

This criterion is illustrated in Fig. 2. The way the criterion was formu-
lated did not take into effect the receiver characteristics, but rather
evaluated the "loss of detectability" to an ideal maximum likelihood
receiver owing to intersymbol interference. Notice also that this criterion

R2

Rn= REGION OF UNCERTAINTY
OF Sn DUE TO INTERSYMBOL
INTERFERENCE

di= UNDISTURBED PROTECTIVE
DISTANCE IIS2 -Sill

O2 = MINIMUM DISTANCE

HY-s211, RI

d2
DISTORTION =1- -

i

Fig. 2 -A general distortion criterion.
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is dependent upon the system to the extent that it is a function of the
set of possible signals, si(t). As was previously stated, it is impossible to
eliminate system dependence from a criterion and maintain usefulness
for all conditions.

When this measure is applied to the AM system of Fig. 1, the result
is the criterion D previously expressed in (2).

III. SUMMARY OF RESULTS

The problem now is to explore the functional dependence of the dis-
tortion, D, upon the delay characteristic, j3'(w). As we have previously
shown, the distortion D is a measure related to the eye opening for most
linear systems. Specifically, for an N -level AM system we have

/N -level AM = 1 - (N - 1)D. (18)

However, by ignoring second -order effects the criterion may be applied
to some nonlinear systems. In examples used subsequently in the text,
results are obtained for a four -phase data system using phase comparison
detection. These results are in close agreement with published data on
this system. The eye opening for this system is approximately

/4 -phase 'Ale., 1 - D.

Similar expressions may be obtained for other systems.

(19)

3.1 The Fundamental Equation.

In Section 4.1 an approximation of small delay is made. The validity
of this approximation is explored in a later section, where it is shown to
hold for all delay such that the peak delay is limited to 1.1 pulse intervals.
For most delay curves the range is wider than this figure, however, and
accuracy is generally maintained when D < 0.6.

The fundamental equation obtained with the aid of this approxima-
tion relates the distortion to the delay variation through a sequence of
linear functionals

where

o
D= (13%.0 I

(0', f.) = f o'co.f(.) (1w.

(20)

( 21 )

Each linear functional yields the intersymbol interference from a par-
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ticular range of symbols. For example, the adjacent symbol interference
is

hi I ± h-11 = (3% .fi) (22)

For real delay curves only the first few terms of (20) are usually signi-
ficant.

The linear functionals (f1',f.) are defined by a sequence of functions
{f 1 , independent of delay, obtained from the amplitude shaping of the
system, A(w), by the following operation

fn(w) = f [anx - sin nxT] A(x) dx (23)

lowan -
cuA(w) sin ncoT dco

fw A (co) dw

( 24)

3.2 Application

Examples are given of the use of (20) in the analysis of system per-
formance when raised cosine amplitude shaping is employed. By re-
formulating the equation to

D = 2- max (3', E en.r.)r (en) n

en = ±1
bounds on distortion in terms of delay may be derived. We find

D 5 1.15 X (rms delay)

D 5 0.412 X (peak -to -peak delay)

(25)

(26)

(27)

with delay normalized so that the bandwidth w = ir. The delay curves
which achieve equality in the bounds (26) and (27) are illustrated. Other
bounds are considered.

In computer simulations, experimental testing, and analysis it is fre-
quently necessary to consider only finite -length input sequences resulting
in an effective truncation of the system memory. The possible error in
such results is examined and bounded.

The effect of changing the input symbol rate upon distortion is ana-
lyzed for a particular example where a binary system is compared with a
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quaternary system operating at half speed (thus having the same infor-
mation rate). Depending upon the particular delay function, either
system may perform better than the other. However, it is shown that
the quaternary system is ultimately the more sensitive to delay variation.

Problems connected with delay equalization are approached with the
aid of (20). In the equalization of a specific delay to achieve zero dis-
tortion, it is necessary and sufficient that the resultant delay variation
be orthogonal to all fn . For raised cosine shaping there are an infinite
number of nonconstant delay curves which have this property. An
orthonormal basis for this space of distortionless delay is derived, and
examples of projections yielding minimum effort equalization are given.
[All curves so derived have, of course, zero distortion only to the order
of approximation involved in (20)]. Optimum compromise equalization
to match an ensemble of delay variations is also considered.

3.3 Bandpass Modifications

For bandpass systems the criterion D is reformulated using the sum
of samples of the envelope of the impulse response

D = E'p(to + nT) (28)

h(t) = P(t) cos [wet - i'(t)] (29)

we = carrier or reference frequency.

A fundamental equation for bandpass systems analogous to (20) is
derived involving quadrature components

D = Dr2 -I- De. (30)

The distortion component Dr results from even components (for sym-
metrical amplitude shaping) of delay variation, and the component D,
results from odd components of delay variation. Each may be treated
as in the low-pass analysis by a sequence of linear functionals

Dr= -2 E (p', fr.) I
(31)

n =1

D, = 2- E I (co
I

(32)
n =1

where vi(co) is the bandpass delay and the sequences {fr.} of even func-
tions and {f,} of odd functions are derived from the amplitude shaping
by operations similar to (23).

All results obtained for low-pass systems may also he obtained for
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bandpass systems. For example, it is shown that for raised cosine ampli-
tude shaping

D < 1.337 X (rms delay)

) < 0.467 X (peak -to -peak delay).

Thus the bandpass system is slightly more sensitive to delay distortion
than its baseband equivalent.

(33)

IV. THE RELATIONSHIP OF DISTORTION TO DELAY FOR LOW-PASS SYS-
TEMS

4.1 Derivation of a Sequence of Linear Functionals Relating Distortion,
D, to Delay, 13'(w)

D = E' h(to + nT) I = E' enh(to nT) (34)

+1 h(to nT)
(35)

-I h( to -I- nT) <0

D = 7 E :1(w) cos1(.0 +nT)-13(01 th4f (36)

I) = _ E, [fc - (37)

IV

C fo A (w) cos nwT cos [wto - 0(w)] dw (38)

5 = f A (w) sin nwT sin [win - 0(w)] dw. (39)

Equations (34) to (39) are self-explanatory reformulations of the
criterion D. Equation (37) is summed over all n, - 00 to + 00, except
n = 0. Because of the obvious symmetry properties of C and 5 ,
namely C = C__. and 5 - , we can rewrite (37) as a sum
over positive integers only

D =
1

- [C(En + f-n) - (en - )] (40)
7 n

Since E = ± 1, one of the pair ( E_) and (E - is zero and the
other must be ±2. Therefore the criterion becomes

D = 2- max (ICni,1 Sn ).
1r n=1

(41)
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What we are doing here is evaluating terms of the sum D of (34) two at
a time. The integral C represents [h(to nT) h(to - nT) 1, while the
integral S represents [h(to nT) - h(to - nT)]. Since what we want
is I h(to nT) I + I h(to - nT) I, this is equivalent to I Gin I if these two
terms are of the same sign and is I Sn I if they are of opposite sign. We
shall now argue that, for small delay, I Sn I > I C I and (41) may be
summed over the 5 terms alone.

Specifically, what we mean by small delay is that the sine and cosine
of [wto - 13(c0)] may be approximated by the first terms of their ex-
pansions. Later we will investigate the conditions under which this
approximation is valid. Making these approximations in (38) and (39)
gives

C = f A(o)) cos nwT do.) = 0 (42)
0

(since we must assume that A(w) is such that transmission is perfect in
the absence of delay, distortion; i.e., h(nT) = 0, n 0).

AS' = f [cot() - 13(w)] A ( w) sin nwT dw. (43)
0

Thus we see that, to this order of approximation, terms linear in

[wto - (3(w)], S I > I C 1,* and

D ISI. (44)
r n=1

Now, as we have previously explained, the initial delay to is ideally
chosen so as to minimize D for a given h(t) . Unfortunately this is im-
possible to do analytically. We recognize that for zero delay distortion
to = 0 and that the presence of delay increases to . As a good approxima-
tion to the ideal sampling time, we are using to as the time of the peak
value of the impulse response h(t) . An additional, and extremely im-
portant, consideration in this choice is that the approximation of
[wto - OM] small has been made. To choose to at the peak of the im-
pulse response results in the smallest possible values for the function
[wto - (3(w)]. We shall see this more clearly later on.

* The second term in the cosine expansion is

1-
o 2

- [wto - i(co)]2A (6.) cos nwT do).

Since [wto - oop < I wto - 13(w) I we would generally expect I C. I to be smaller
than I S. I . However, this is not necessarily true; e.g., [wto - p(co)] may be or-
thogonal to sin nwT on the [0,w] interval.
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We now solve for the time to as a functional of 0(w) using the equation
h.' (t°) = 0

w010) = 0 =
o

wA(w) sin [wto -0(0.)] do) (45)
7r

W

[wto - (w)]o)..4 (o)) dw 0 (46)

f(J./ 1(0 (o)) du)
10 - (47)

fw
(.02A(0)) dw

Notice that to is a linear functional of f3(w) and observe that conse-
quently S , (43), is linear in OM. Therefore, according to the theorem
of Riesz,6S is expressible in the succinct form

=
0

1.(63)0'(w) (1w (48)

since OM is linear in 0'(w). We now proceed to put S into the form of
(48).

Combining (48) and (43), we write S as
111

S = f 0(0.0[a0.)- sin nwT]A (w) dw (49)
0

where a does not depend on 0, i.e.

fwA (w) sin tuff dco

W

(w) dco

Integrate (49) by parts to yield

S. = 13(c0)g.(w)
?V Ill-f 0/(0.00.0-0)(1w (50)

II 0

g(w)
=fW

[aa - sin fl;x71].4(x) dx

which may filially he manipulated to give

8,, = f f( co)0'(o)) do)
0

(51)

(52)
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where

Ma)) = f [ax - sin nx714(x) dx.

We have now written the distortion D as

(53)

D =7:EIS I (54)
7 n =1

where each term S is a linear functional of delay and represents the
distortion arising from intersymbol interference from symbols ±n sym-
bols away. Obviously the terms S become quite insignificant for large n.
For many delay curves, the principal interference is from adjacent sym-
bols and only SI is of major importance. We shall demonstrate this when
A (w) is the commonly used raised cosine shaping and the delay is
parabolic.

Using the Schwarz inequality in (52) gives a useful bound on S .

1 n 1 < 11 f n 11 11 0' II

fII= 1/flu f2(w) dco
0

110/11 = I°

Thus we can see how fast the successive terms in (54) must approach

zero. The total distortion is of course bounded by

(55)

W

[/'(w)}2 dw = rms delay x

D
X210,E1fn1

=,

(56)

(57)

The norm II f II may be thought of as the sensitivity of a system to
intersymbol interference at a distance of ±n symbols. The greater II b
the more sensitive the system is to delay distortion.

The effect of the shape of the delay curve is clearly illustrated in (52),

which is abbreviated

= (13',L.) (58)

and represents the inner (or scalar, or dot) product of the functions
(vectors) f and /3'. S is less than or equal to the product of the lengths
of the two vectors, which is what the Schwarz inequality in (55) says,
and the equality occurs when the delay 13'(03) has the same shape as
.f.(c0)
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While expression (57) represents an upper bound on the distortion as
a function of rms delay, this bound is generally not realizable. In fact,
this bound is generally useless, since the sum of the norms 11fn 11 fre-
quently diverges. This does not mean the distortion can diverge, since
this would require the delay to simultaneously have appreciable com-
ponents in the direction of each of the vectors fn . In the two examples
we will study, it is shown that this divergence is possible in one case,
where all the f are approximately in the same direction, whereas it is
impossible in the other, where the fn are nearly orthogonal.

To find a least upper bound on distortion as a function of rms delay
we write

En =
7r n=1

+1 S7, 0

-1 87, < 0

I) = = 1 E 7,./n)
7r 7 n=1

The distortion D is thus a scalar product of delay and some combination
of the functions f . The sequence of sign coefficients { en} is chosen so as
to maximize this scalar product. The resulting value of D is the same as
forming the sum of absolute values of the individual scalar products
(i3V.) 

Using the Schwarz inequality in (60) we obtain

2 Vw
D X (rms delay) X max E .f. (61)

ir len1 n=1

D X (rms delay) X max [E E enc.( fn,fm)] (62)2-Vw
(en) n=1 m=1

Expression (62) is the least upper bound on distortion for a given value
of rms delay, and the equality is obtained when

(59)

00

= E nin 
n =1

(60)

(63)

The inequality (62) may be used to define the over-all sensitivity of a
system to delay distortion

D S (rms delay) X (sensitivity) (64)
00 00

sensitivity - 2." max [E E e,,(fn, f.)1 . (65)
7 (en} n=1 m=1

The sensitivity is equal to 21/w/7r times the length of the longest vector
which can be obtained by summing the vectors ±f .
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We also have the obvious bounds

2.Vw
LE 12 _ sensitivity

(66)
2Vw

I (Li, .1r 71=1 7)1=1
0 li

4.2 Example - Perfect Low -Pass System Operating at the Nyquist Rate

As our first example we choose the "ideal" system, a perfect low-pass
channel operating at a rate of 2W symbols per second

A(w) = 1 0

A(co) = 0 r co

T = 1

w = r.

We now evaluate the function f(w), using these values

1.(0)) = [ax-

co sin nw dco
 0a

sin nxT] dx

-3
nr2

f (w) = f [ax - sin nx] dx

( -1)

(67)

(68)

(69)

(70)

=
(-1)" [ 3 2 (-1)" COS 110.)- 11.

n 2r2
co

n.

If the delay is constant, say ti' (w) = c, we have

o.,) dw (71)

Su = 1-
n 3

(70( 3 ( 1 (n - = 0. (72)- 1 )
72 n 2

Thus there is no distortion when the delay is constant. Of course we al-
ready knew this, but it serves as a useful check on the method.

Looking now at the system sensitivity, we compute the following
products
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1 Fr 3 ( 1
+

1 )1
nm L5 7r m3 n3) _1

=
1 [7r 6- -

n2 5
-1-

2n- rit3

n m

?t = in.
(73)

Choose all the coefficients en as positive and it is immediately seen that2 "
sensitivity E E (f.,.17")] (74)

n =1 m=1

Therefore the perfect low-pass channel is infinitely sensitive to delay
distortion, so that the smallest increment of delay can result in diver-
gence of the eye picture. This result is not entirely unexpected, and is a
good reason for not using "perfect" channels even if they were physically
realizable.

4.3 The Raised Cosine System

4.3.1 Derivation and Discussion of the Functions fn(w)

Now, instead of the flat amplitude shaping of the previous example
which was so sensitive to delay distortion, we use a more gradual cutoff.
The raised cosine shaping used in prac-
tice, since it retains the proper zero crossings at the Nyquist rate and, as
we will show, is less sensitive to delay distortion. Of course the penalty
one pays for this protection against delay distortion is a doubling of the
bandwidth for a given symbol rate as compared to the flat shaping
previously discussed.

For the raised cosine shaping we have

A(w)=cosw+1
A (w) = 0 w >= 7r (75)

T = 2 w = 7

J
w sin 27/0)(cos 1) dw

an -
w2(cos w + 1) dw

1an -
- 2) 2n(4n2 - 1)

(76)

(77)

Notice that an falls off as 1/n3 as contrasted with the previous example
where an 1/n.
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f (CO) = f [ax - sin 2nx}(cos x + 1) dx (78)

1f(w) = a cos co -I- 2(2n + 1)
cos (2n - 1)w

1 1+ cos 2nw + cos (2n + 1)0.) (70)
2(2n + 1)

a co2
+ anco sin 0.) + - a 1 + .

The first few functions fi(w), f2(w), and f3(w) are shown in Fig. 3.
Observe that fi(c0), representing adjacent symbol interference, has the
greatest energy of these functions. Its shape in crude terms might be
described as one cycle of cosine exponentially attenuated. The next
function, f2(w), consists of about 2 cycles of cosine with less exponential
attenuation, and this trend continues for the higher -order functions.
The effect of delay distortion on the raised cosine system can be visu-
alized with the aid of these functions. About the worst form of delay
consists of one cycle of delay looking like fi(w). When the residual delay
consists of a large number of ripples, say n cycles, then its distortion is
not so great and comes largely from intersymbol interference at a dis-
tance of n symbols. When the delay is a slowly varying function of w,

1.0

0.8

0.6

0.4

0.2

0

-0.2

-0.4

-0 6
0 7T/2

Fig. 3 - The functions f. (w) for raised cosine shaping.

7T



2446 THE BELL SYSTEM TECHNICAL JOURNAL, SEPTEMBER 1963

the higher -order terms S. = , 3') n > 1 become insignificant, and
only adjacent symbol interference is of importance.

4.3.2 Use of the Functions f(0)) in Computing Distortion

All the functions f (w) integrate to zero over the [0,7] interval, so
there is no distortion when the delay is constant. Now suppose we have
parabolic delay

0/(f.0) = kw2. (80)

This is the general shape of delay to be expected in an unequalized
voice channel.

Carrying out the relevant integrations gives

Sl = f kco2fi( co) do) = -0.411rk

S2 = 0.025rk

ti 0.282rk
87,

n3

(81)

In Ref. 2, Sunde computes the impulse response of a raised cosine
network with parabolic delay distortion. In terms of the parameter m,
the maximum delay in pulse intervals used in this reference, we find

k = 2m/72.

Using a value of m = 2 we read from Sunde's curve*

I hi I + I I = 0.31

while from (81) we have

(82)

(83)

Ihil+1 h_i I = 2 I Si = 0.33. (84)

The agreement is good, although the value of delay m = 2 is somewhat
outside the range where the approximations are entirely valid.

To compute the distortion arising from parabolic delay we form the
sum

9
D IS,, = 0.912k. (85)

r n =1

* We occasionally abbreviate h(to nT) as simply h .
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Notice that some 90 per cent of this distortion is due to the term Si
(adjacent symbol interference). For this general shape of delay the term
Si = (13',fi) would seem to be sufficiently indicative of system perform-
ance.

As another example of the computation of the effect of delay, we con-
sider delay of the form

13' = a cos vw. (86)

This cosinusoidal delay is of the type frequently encountered as residual
delay after partial equalization or in wider band systems. Depending on
the number of cycles of delay across the band v, only one or two of the
terms Sn are of importance. These are the terms n ti v. These various
products (0' ,fn) are shown as a function of v in Fig. 4. Each product
(13',fn) peaks for v a little less than n cycles and is very small elsewhere.

Rappeport7 has studied the effect of this type of delay on the 4 -phase
data set using phase comparison detection. This study was effected using
a digital computer simulation of the system. Rappeport plots curves of
eye opening versus the number of cycles of delay in the passband, v.
Since the cosine is symmetrical, our low-pass results carry over directly
to the passband in this case. The 4 -phase system is essentially nonlinear
because of the multiplication in the detection process. An exact expres-
sion relating eye opening to impulse response is not derivable for this
system. An approximate expression for the eye opening is

I = 1 - D. (87)

This expression neglects terms involving products such as hnhm. When
the first four curves in Fig. 4 are summed to form D, the curve relating
eye opening to delay frequency may be drawn as shown in Fig. 5. This
curve is compared with the curve computed by Rappeport using a = 0.5
in each case, and it is seen that the general agreement is quite good
except for somewhat more oscillation in the latter than in the former.

The exact eye opening for the 4 -phase system depends not only on D,
but on the relative magnitudes and signs of the samples h which sum to
form D.

4.3.3 Sensitivity and Bounds on Distortion for Raised Cosine Shaping

The sensitivity of the raised cosine system to delay distortion may be
calculated from consideration of the functions fn . For n > 4 the terms
involving an become approximately negligible and f consists of the
terms
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Fig. 4 - Various components of distortion for cosine delay.

1
fn 2(2n - 1) cos (2n - 1)w +

2n
-1 cos 2nw

11 12

(88)

2(2n1- 1)
cos (2n + 1)w.

Thus f becomes approximately orthogonal to all f, except for m = n
and m = n ± 1. There is an overlap between fn and f.4.1 in the term
1/2(2n + 1) cos (2n + 1) cu and similarly an overlap between fn and
fn_l, in the term 1/2(2n - 1) cos (2n - 1)0.). Obviously, to construct
the sequence { ef,,} of greatest energy we choose the signs en such that
all these shared cosine terms (the other terms are orthogonal) add in
phase and thus reinforce each other. Thus it seems reasonable that
en = +1 for n M.
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1.0

0.8
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0
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DELAY FREQUENCY 1/, IN CYCLES

Fig. 5 - Eye opening for 4 -phase data set for cosinusoidal delay.

By an exhaustive search on a digital computer of the effect of the first
twelve coefficients e , it was found that the maximum energy combina-
tion occurred for all e = +1 except for el = 2 = 3 = -1. We designate
this combination fine,, (co) (maximum energy combination). This function
has the worst shape a delay can assume for a given rms value, and
the sensitivity of the system is proportional to the norm of this function

CO

= E.in(w) - 2u1(w) +A(0.) + fa(w)1. (89)

We first perform the infinite summation involved here
2

E j. (w) = cos (J) w sin w + °±. - 1 + 7-r E a
n=1 9 6 n=1

+ E1 2(n - 1) cos (2n - 1) co

1 1 ] .+
.-)n

cos 2nw + 2(2n + 1) cos (2n + 1)0

Both sums can be put in closed form. The first sum is

(90)

co
3 .. 1an - - 0.14973 (91)

.-1 2(72 - 6) -1 n(4n2 - 1)

while the last sum in (90) may be recognized as simply
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1
- cos nw --1 cos w (92)
n 2

which converges to

-log 2 sin
1- cos w. (93)

So that we finally find
2

finec(CsJ) = 0.14973 [0.) sin co + - 2.64493] - 0.35027 cos w

- log co
2 sin

72-

- 2h(co) - 2f2(w)
(94)

- 2f3(w).

This function is shown in Fig. 6. A delay curve of this shape has maxi-
mum detrimental effect on the raised cosine shaped system. The norm
of finec(w) was computed numerically to be

II fine. II = 1.02 (95)

and so the sensitivity of the raised cosine system is

sensitivity = f m
2-07)ec

II - 1.15 (96)

D =< 1.15 X (rms delay) (97)

In the previous paragraphs we investigated the effect of cosinusoidal
delay. For this shape and for an amplitude a = 0.5, the bound (97)
gives D < 1.15 X 0.5 X 0.707 = 0.407, so the eye opening (1 - D)
must be greater than or equal to 0.593. This value is shown on Fig. 5
along with the curves representing actual and computed performance
for the cosine delay. At the lowest dips in these curves the distortion is
about a of the bound (97). The distortion computed for the parabolic
delay distortion, however, is only about 4 of its corresponding bound.
As might be anticipated, the parabolic shape is a relatively weak form of
delay distortion.

It is also of interest to compute bounds on samples of the impulse
response.

2 2
h. I + I h_. I = - I (0' ,f.) I 5- /7 II f. II X (rms delay) (98)

V

hl I + I h-1 I 5 0.829 X (rms delay) (99)

I h2 I + I h-2 I 5 0.443 X (rms delay) (100)



2.0

1.8

1.6

1.4

1.2

1.0

0.8

0.6

0.4

0.2

0

-0.2

- 0.4

-06
0

DELAY DISTORTION ANALYSIS

oo

fMEC (w) = MAX. ENERGY COMBINATION E en f0 (w)
n = 1

THIS ALSO REPRESENTS WORST
DELAY FOR A GIVEN RMS VALUE

77/2
w

77

Fig. 6 - RMS bound on distortion; D = 1.15 X (rms delay).

2451

h3 I 1 h_31 < 0.289 X (rms delay). (101)

For large n we have asymptotically

h I + I h_. I 2 X
(rms delay). (102)

Thus the individual samples of the impulse response are only bounded
inversely proportionally to their distance from the peak time of the
impulse response. In each case the maximum value is obtained when the
delay is some constant times f (w) . However, the sum of all these terms
can never exceed 1.15 X (rms delay), which paradoxically is less than
the sum of the attainable bounds on only the first two terms.
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Since adding or subtracting any constant delay does not affect the
distortion D, the bounds given here are most effectively used by first
subtracting the mean value of delay and dealing only with the varia-
tional component.

We can find similar bounds in terms of peak -to -peak constraints on
the delay. The "differential" delay is frequently taken as the difference
between the maximum and minimum values of delay across the band.
We shall now find the shape of delay which maximizes distortion for a
given peak -to -peak constraint and the corresponding value of distortion.

From (60) we have

D= -2 max (13% E fnfn).
(E} n=1

If 0'M is peak -limited then the maximum value of (103) is obtained

when 0'(w) is chosen as +,m when E f is positive and -4.

(103)

n =1

when E e f is negative. The resulting distortion is
n=1

Dmax = 213''' max
7r (En) JO

E (
71=1

dw. (104)

The problem reduces to finding the combination of signs {e) such that

the absolute integral of 5- ef(w) is maximized. We call this maximiz-
71=1

ing combination fmai(w) (maximum absolute integral). By trial and
error on a digital computer, the following sequence of signs for raised
cosine shaping was found

en = +1 except e1 = 4 = (105)

final(w) = Ef(co) - 2[.f1(w) f4(w)]. (106)
n =1

This function is shown in Fig. 7. The worst peak -to -peak delay is
positive when fmai(co) is positive and negative when finai(w) is negative.
This worst delay curve is also shown in this figure. It is rectangular in
shape with the single axis crossing at w = 0.327. The integral of I finui GO
was computed numerically, so that from (104) we have

D -2 X 1.293 X -2 (peak -to -peak delay) (107)

D < 0.412 X (peak -to -peak delay). (108)
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For example, the peak -to -peak delay of the cosine delay example was
1.0 and so the bound on D is 0.412 for this particular class of delay
waveforms.

4.3.4 The Effect of Increasing the Period T on Distortion

It is possible to decrease the distortion due to intersymbol interference
by sending symbols at a slower rate. If the same information rate is to
be retained, the amount of information a given symbol conveys must be
proportionally increased. With more symbols to be distinguished at the
receiver, the smaller amount of distortion may be even more troublesome
than before the rate was diminished, so there is a question as to whether
or not the system performance for a given information rate can be
improved by sending at a slower rate.
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We consider a binary AM system. We previously found that the dis-
tortion from the normalized quiescent values of +1 and -1 is limited by
the inequality

D < 1.15 X rms delay. (109)

Suppose that we now send at half speed and, in order to maintain a con-
stant information rate, change from a binary system to quaternary. First
we compute a new value for sensitivity using the period T = 4.

Obviously the same functions h(co) that we computed before still
apply, with the change that we now use f2n(w) instead of f(w). Now
there is no overlap in the successive cosine terms in fn(co) and f7,±1(0.)) and
the terms fn (co) ), f,(w), n m are very nearly orthogonal.

Assuming orthogonality we can easily compute the sensitivity from
(65)

2
sensitivity = [E II J2. 11

'V a=1
(110)

sensitivity = 0.628

D( half speed) 5 0.628 X (rms delay). (111)

However, in an n -level AM system the amount of distortion necessary
to cause an error is

D(error) - 1

n- 1 (112)

The eye opening is defined as unity minus the ratio of distortion to the
amount necessary to cause an error

In level AM = 1 - (n - 1)D. (113)

Therefore we have for the same information rate

/binary 1 - 1.15 X (rms delay) (114)

/quaternary 1 - 1.884 X (rms delay). (115)

It is seen that the system has been made more susceptible to delay dis-
tortion by sending at a slower speed with proportionally more informa-
tion per symbol. However, for any particular delay curve either system
may perform better than the other. In comparing the two systems the
statistics of the particular ensemble of delays to be encountered should
be taken into consideration. Lacking any such statistics, the binary sys-
tem is the obvious "minimax" choice in that it has less sensitivity to
delay than the quaternary system.
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4.3.5 Zero -Distortion Delay Functions

We have derived upper bounds on distortion as a function of rms and
peak -to -peak delay. Now we might ask for some corresponding lower
bounds. Since distortion is a positive quantity, we might wonder if it is
possible to have zero distortion for some nonconstant delay curves. The
distortion has been shown to be the sum of absolute values of certain
linear functionals (13',fn). Thus, to achieve zero distortion each of these
functionals must be identically zero. In other words, the delay #'((.0)
must be orthogonal to each of the functions f . This leads naturally to
consideration of the completeness of the infinite sequence of functions
{f.} . If this sequence is complete in the space V(0,7r) then there exist no
delay functions in this space for which the distortion is identically zero
(see, for example, Ref. 6).

Actually, we have already demonstrated that constant functions are
orthogonal to all fn , so trivially the sequence is not complete. However,
we are not particularly interested in constant -delay functions, so we
might as well append a constant function to the sequence {Li} and con-
sider the augmented sequence. That this sequence is not complete either
may be easily proved by finding a function which is orthogonal to all fa 
For this purpose we write

fn(w) = aoh(w)
1

(n 1) 2n
cos (2n - 1)w + 1 cos 2nw

2 -

2(n 1)
cos (2n + 1)w+

2 2

7r
µ(w) = cos co ± co Cil - 1+ 6)

Now observe that a function of the form

itn(w) = cos 2nw bin cos (2n, + 1)co b2n cos (n + 2)w

+ ban cos (2n + 3)w + b4n cos (2n + 4)w

can be made orthogonal to all f(co) by proper choice of the coefficients
b". The four simultaneous conditions on these coefficients are

(lAz ,11) = 0

fn) =

n .fn -1) = 0

, fn+1) = 0.

(116)

(117)

(118)

(119)
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These four conditions insure the orthogonality of 1,/, and fm , since for
m > n + 1 and m < n - 1 there is no overlap in the cosine terms and
we made IPn orthogonal to A, which constitutes the remaining portion
of fm .

Inserting (116), (117) and (118) into the four simultaneous equations
(119) yields the result

4n,2 - 1
n(2n - 1)

n -6(n + 1)
2 n(2n - 1)

7., n (2n + 3)(2n + 5)v3 - (122)n(2n - 1)

b4n - - (n + 2)(2n + 5) (123)n(2n - 1)
Some special considerations come in when solving for IP0(co), which is a
little different from the others. We merely quote the result here

4/0(co) = cos w - 6 cos 2w + 15 cos 3w - 10 cos 4w. (124)

Thus, we have derived an infinite sequence of functions all of which
are orthogonal to Lin) and therefore are distortionless. What we would
really like to do, however, is to find all the functions which are distor-
tionless in the space V(0,7r). We designate the subspace consisting of all
distortionless functions as G. We call the linear manifold spanned by the
sequence {fn} the distortion subspace, F. Each delay function in L2(0,7)
can be expressed as the sum of two orthogonal functions f C F which
causes distortion and g c G which is distortionless.

L2(0,7) = F CI G. (125)

We can form a sequence of orthonormal basis functions for F by ortho-
normalizing the sequence {fn}. Unfortunately the sequence {tlin} is not
complete in G. For the purposes of analysis a sequence of approximate
basis functions for G may be derived by the following procedure.

(i) Approximate fn, to the desired accuracy by
M

fn = E am(n) cos 772,C0 .
m--.1

(120)

(121)

(126)

(ii) Orthonormalize the functions fn ; n = 1, 2, , (M - 1)/2
giving (M - 1)/2 orthonormal basis functions in the M -di-
mensional space of the approximation.
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TABLE I - AN APPROXIMATE SET OF ORTHONORMAL BASIS FUNCTIONS
FOR THE SPACE G OF DISTORTIONLESS FUNCTIONS

(it; an = al cos co ± a2 cos 2co ± a3 cos 3co ±  + an cos 11 co

gi gs 13 8s 16

al 0.8478
a2 --0.5053 --0.2887 --0.0016 --0.0004 -0.0001
as -0.1042 0.8087

a4 0.1136 -0.4837 -0.3296
(26 0.0435 --0.1483 0.8233

a6 -0.0016 0.0766 -0.4322 -0.3540

a7 0.0044 0.0251 -0.1445 0.8259

a8 0.0092 -0.0131 0.0713 -0.4078 -0.3687

a8 0.0066 --0.0049 0.0252 --0.1443 0.8295

aio 0.0047 0.0018 -0.0116 0.0664 -0.3819 -0.4138

all 0.0021 0.0008 --0.0053 0.0302 -0.1736 0.9104

(iii) Derive the missing (111 + 1)/2 orthonormal basis functions in
this 111 -dimensional space. These are approximately g ; n = 1, 2,

, (M + 1)/2.
(iv) go = 1.

The reason this procedure works well is that each successive function f
adds strong components of cos 2nw and cos (2n + 1 )co as the sequence
{f) is orthonormalized. The g functions "interleave" to form a Fourier
series. For 111 = 11 the six g functions thus generated are given in Table I.

Now any linear combination of the functions g (co) has zero distortion.
In particular, for any given delay curve we can find the closest distortion -
free curve. This would indicate the minimum amount of equalization
necessary to eliminate intersymbol interference. This nearest distortion -
free function may be found by taking the projection of the particular
delay 0'(co) onto the subspace G

CO

PG(0" ) = E ('''gn)gn (127)

In Figs. 8 and 9 an example of the use of (127) is shown. In Fig. 8 we
consider a cosine delay, $' = cos 3w, which we have previously considered
(see Fig. 4). The projection of this delay on G using (127) is also shown
in Fig. 8 and their corresponding impulse responses are shown in Fig. 9.
Notice that the samples h of the impulse response of the uncorrected
delay are poor. There is a peak in the response between h1 and h2 which
we expect from our previous considerations in Section II. The corrected
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Fig. 8 - An example delay function and the nearest distortion -free delay.

delay seems to be a good fit in the interval [7r/2,7r], and its response is well
behaved, as is evidenced by the impulse response shown in Fig. 9.

Thus, we have apparently found an infinite set of delay functions cor-
responding to a particular amplitude characteristic such that the impulse
responses satisfy the Nyquist criterion of regularly spaced zero crossings.
Note that this was not possible for the case of flat amplitude character-
istic mentioned in Section 4.2, since the set {fn} for this shaping is com-
plete in the system bandwidth. For the raised cosine shaping we use
more bandwidth for the same rate of transmission and consequently have
more leeway in selection of good delay characteristics.

Actually the responses h(t) corresponding to delays in G need not go
exactly through zero at time to + n T, but only approach zero to the
order of approximation employed in our original assumptions. Since
ordinarily* the approximation is good to terms cubic in [wto - OM], the

* So long as s. c. ; see Section 4.1.



1.0

0.9

0.8

0.7

0.6

0.5

h (t)
0.4

0.3

0.2

0.1

-0.1

-0 2

DELAY DISTORTION ANALYSIS

hc,

DELAY = 1

PG (COS 3CO) I
1

DELAY = COS 3 CO
--'

1

-2 / h, h2

Fig. 9 - Impulse responses of uncorrected and corrected channels.

2459

difference between h(to nT) and zero becomes insignificant for small
delays.

4.3.6 Equalization

There are several alternatives available when dealing with delay dis-
tortion. One alternative is the use of automatic equalization, whereby
channel characteristics are measured and automatically equalized at the
transmitter or receiver. Another alternative is the use of compromise
equalization, in which a fixed network or a choice of fixed networks is
designed to provide for average correction over a particular range of
channels. Finally, one can do nothing to the system while amusing one-
self with calculations of degradations in performance. We always assume
that the particular channel to be used for transmission is chosen ran-
domly for each call, so that it is not economically feasible to design an
equalizer for each channel to be used.

For a fixed delay characteristic, the last section shows that there are
an infinite number of all -pass networks which will provide near perfect
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equalization. The network with least rms delay has delay 13c' = - +
P,((3'), and in general any function g( C G may be added to this
delay so long as the approximation remains valid. Thus, the particular
function easiest to realize physically may be chosen from this class of
functions.

Now suppose we desire to design a delay equalizer to work over a
certain class B of delay functions. For each call, the delay 13'(w) is to.
be chosen randomly from this ensemble. The optimum compromise
equalizer $e' (w) is to be chosen such that the average distortion over
the ensemble B is minimized. Since the delays /3'(w) (random) and

w) (fixed) simply add, we have for the resulting distortion

2 ,D = - E + oc JO I
7r n=1

D =9 E I (0',.fn) + Ce,f73
I

7r n=1

The expected value of D averaged over the ensemble B is written

E[D] = 2-
E E[1 (0' ,fn) (OcVn) I J.

7 n=1

(128)

(129)

(130)

This is the expression to be minimized by choice of OZ. Knowing the
statistics of the ensemble of channels we can derive the joint distribution
of the variables S = (13',f) and the marginal distributions p(S.). In
terms of the latter distributions we have

9 f+x'
E[D] = =`. E sn. oz,f) p(SOdS,, . (131)

7 n=1 -co

Each term of the summation is positive, and it is possible to specify in-
dependently each component (13Z,f.) of OZ.

Therefore, we simply choose each component AV.) so as to minimize
the corresponding term of the summation (131). Each integral may be
written

r (13c'

In = [-S. - (OcV.)JP(S.)dS.
(132)

[S. + (13! in)iP(Sn)dSn

Differentiation with respect to (#Z,f) yields the stationary point
(e3,', f) chosen such that
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roc' ..f)
1p(S)dS = z (133)

Therefore, each component ((3eif) of the compromise delay is optimally
-chosen such that it is the negative of the median value of S. . The compro-
mise delay /3,' is not uniquely specified by these components; only its
projection onto the space F has been determined. As before, any function
g(w) c G may be added without affecting the optimality of the resulting
equalizer.

As a somewhat trivial example, suppose we desire to equalize a set of
channels bounded by the narrow "ribbon" of width 20.

go'( co) - A -5, Cu)) 130( co) -I- A. (134)

Now suppose that each of the scalar products ((3', f) is equally likely to
be greater or less than ((3o' ,f). In this event the completely trivial solu-
tion is to use f3' = -130 g. In particular, the smallest rms function
of this sort is 13c' = -go' + 130(130'). The residual delay in using this
equalizer is bounded by ±6, across the band (plus a harmless g func-
tion), and our peak -to -peak distortion bound derived previously may be
used to give

D residual < 0.8240. (135)

4.3.7 The Range of the Approximation

The key approximation made in the analysis thus far has been that
[wto - 13(co)] is small enough to use

sin [wto - 13(w)} "-=.; kwto - 13(w)] (136)

where to is chosen to be the time of the peak value of the impulse re-
sponse. We will now briefly examine the range of delay for which this
approximation is valid.

By setting h'(to) = 0, we were able to derive an expression relating
to and the phase shift, #((.0). This equation, (47), was

J
wit (w) OM do.)

to - w
(137)

f2A (co) cho

and this was the value used for to in (136).
Now we will demonstrate that the resulting function [wto - 13(0-01 is

the errorrin a least -squares straight-line fit to /3(co). Hence, consider fitting
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a straight line y = cco to the phase curve j3(co). The integral square error
in the fit weighted, as all our integral expressions are, by the amplitude
shaping A (co) is

111

integral squared error = f [cw - 13(cogil (w) dw. (138)
0

By minimizing the error (138) with respect to c and using (137) we ob-
tain cmin = to .* Thus, the use of the peak time of the impulse response
for to results in the smallest values of [wto - )3(co)] in a mean -square
sense, which was an assertion previously made in connection with the
choice of to . Also, we see that the time to is the slope of a best fit straight
line to the phase 13( co). This state of affairs is depicted in Fig. 10.

In order to be assured of, say, 10 per cent accuracy in the use of ap-
proximation (136), we might guarantee that [wto - (3(co)] < 7/4. Thus,
the phase should not deviate from a straight line by more than 7/4
radians. (Of course, these are sufficient but not necessary conditions for
10 per cent accuracy.) Now we ask what limits we may put on peak delay
such that the phase will meet this condition no matter what the exact
shape of the delay happens to be. Remember that /3(0) = 0 and (3' (w)
0 for physical realizability.

This problem is best suited for the semi -mathematical method called
"common sense." Since the delay is to be peak limited between 13'...x
and 0, we allow only use of these two extreme values in finding the shape
of delay such that the deviation of its integral (phase) from a straight
line is maximized. Furthermore, it is evident that only one transition
from /3' = 13'max to /3' = 0 should be used in the interval [0,w]. The reader
may convince himself that more transitions in delay would result in a
better straight-line fit to the phase. Therefore, the shape of the phase
which for a given peak delay results in the poorest use of the approxima-
tion (136) is specified except for the transition point wo . This situation
is shown in Fig. 11.

For raised cosine amplitude shaping, the error near the edge of the
band is very lightly weighted, and so we take the error at w = wo as the
largest important error. This error is equal to woto and is to be maximized
with respect to the transition point wo .

E = cooto = `1) f coil(co)0(co) dw (139)
m o

* This expression with c = to may be used as a useful distortion measure relat-
ing performance and phase shift. For an AM system operating at rate 2W symbols/
second this may be shown to be proportional to the mean -square estimation error
at the receiver due to intersymbol interference.
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where m is a constant

in = fo co2A (co) do).

Using the curve OM shown in Fig. 11 gives

E = f WO'max (CO - (A)A (CO) Ch0
m

dE 0'ma. {f co2A (co) dco - two
dwo 1/2 o 43o

w
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(140)

(141)

coA (co) dw} . (142)

For the raised cosine shaping the maximum point of (141) may be
found by a solution of the resulting transcendental equation when
dE/dwo = 0 and A (co) = cos w ± 1 are used in (142). This procedure
yields

coo = 0.255r. (143)

Notice that the corresponding delay curve is very similar to the worst
delay from the standpoint of distortion, which is shown in Fig. 7. For
this choice of coo we may evaluate the maximum error from (141).

Emax = 0.37/3'max. (144)
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Fig. 11 11 - Most unfavorable (approximation poorest) delay curve for a given
peak value.

For this error to be less than r/4 for an assured 10 per cent accuracy,
we finally arrive at

0'. < 2.12. (145)

Thus, as long as the delay variation does not exceed 2.12 seconds across
the band we are assured of at least 10 per cent accuracy in results re-
gardless of the actual shape of the delay. This is, of course, normalized
for the choice of w = 7 and T = 2 seconds, so that 2.12 seconds of delay
variation corresponds to 1.06 pulse intervals.

When the delay differs from the worst form we have just derived, the
approximation holds for greater ranges. For example, we found that for
the parabolic delay discussed in Section 4.2.2 the approximation was
accurate to within 10 per cent in spite of a total delay variation of 4
seconds across the band. The important consideration is that the dis-
tortion is quite appreciable before the approximation breaks down. From
the peak distortion bound derived previously, we find that the distortion
corresponding to a variation of 2.12 seconds may be as large as 0.873.
There is a definite connection between the value of the distortion and
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the goodness of the approximation through the validity of (138) as a
distortion measure. Thus, we would expect that the techniques would be
accurate in nearly all cases of, roughly, D < 0.6. For this value of
distortion, the eye in a binary system is more than half closed, and the
channel may be unsuitable for higher alphabet size transmission.

4.3.8 Channel Memory Truncation Error

Theoretically, the response from a band -limited network lasts to in-
finity, so that in calculating distortion an infinite number of terms must
be used for the criterion D

+Do

D = E
n

n #0

(146)

In many analysis problems and particularly in experimental work and
computer simulations it is necessary to neglect the channel memory for

I t I > NT seconds. In experimental runs and computer simulations this
corresponds to using all possible patterns of length 2N + 1 symbols.
The problem arises as to how much of an error can be made in computing
the distortion D using a finite number of terms.

Assume that the terms I h I for In' >N are to be neglected in the
summation. The error in computing D is

+N

E(N) = E I h. l E I h.!
n n
n #0 n #0

-N-1 00

(147)

E(N) = E I lin E I 11. I. (148)
n=N-1

As we have previously shown, this expression is approximately equal to

9
E(N) = E I (f7,0') I (149)

T n =N+1

and thus the error can be bounded using the Schwarz inequality on the
maximum energy combination of the functions fn , n = N + 1, , 00 .

For N > 3 we may as well neglect the terms in fn involving the fast -
vanishing constant an , leaving only the three cosine terms. Obviously,
the maximum energy combination of these is all terms adding in -phase

E(N) - =-' X (rms delay) X IIN II (150)
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EN(w) = E fn
n 7+1

oo

N(N(w)r-3 E
1 cos (2n - 1)w + 1- cos 2nw

n=N+1 [2(2n -

+2(2n-}- 1)
cos (2n + 1)col

(151)

(152)

2(2N
1

+ 1)= E
1 n

-1 cos nco cos (2N + 1)1)w(153)
11 =2 N-4-

tNII2 = 7' 1 37 (154)
2 n=2N+1 n2 8(2N + 1)2'

We finally write the maximum error as

E(N) < eN X (rms delay) (155)

eN = 3
2N

- 2 E -
3 2(2N + 1)2 n=1 n2

(156)

As shown in Fig. 12, this bound drops rapidly for N small and then
levels out to a very slow descent, so that some 20 per cent of the original
distortion bound can still remain after consideration of 16 pulse intervals
on each side of the peak. This rather negative result tells us only that
there exist mathematical delay functions that have considerable distor-
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Fig. 12 - An upper bound on distortion arising from symbols at a distance
greater than N.
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tion at great distances from the reference (peak response) time. These
functions, however, are high -frequency waveforms which would not
ordinarily be encountered.

Consider a computer simulation in which 40 samples across the band
[0,7r] are used to specify the delay. The highest delay frequency which
need be considered is then 20 cycles of delay across the [0,7] band. Con-
sequently, only the functions f for n < 20 will contribute distortion
components. In order to test distortion over this interval it would be
necessary to test 24° sequences of binary symbols, which is, of course,
quite unreasonable. Therefore, the effect of intersymbol interference is
usually only measured to the extent of, say, four symbols in either
direction.

We can find the maximum error now by computing the norm of the
sum of the functions f(w), n = 5, 6, , 20

40
1

5,20(W) = E - cos nw -
22

cos 11w (157)
=11 n

40 3
11 5,201!' = E - -

2 ...11 n2 222

The sums involved in the expressions are conveniently computed using a
Euler-Maclaurin expansion for the integral of 1/x2. This gives

E6,20 0.352 X rms delay (159)

which is still a considerable error, even though the delay is bandwidth
limited.

In all our computations of distortion bounds we have been using the
maximum energy combination of the functions ±f(w). For each par-
ticular delay it will be one of the combinations of functions ±f.(03)
which defines the distortion functional, not necessary the maximum
energy combination. However, it is interesting to note that the combina-
tion with least energy would only result in a factor of .0 in the bounds
calculated.

(158)

V. THE RELATIONSHIP OF DISTORTION TO DELAY FOR BANDPASS SYSTEMS

5.1 Derivation of the Sequence of Functianals Involved for Bandpass Sys-
tems

In dealing with bandpass systems, the system impulse response is
most conveniently given in terms of its envelope and phase with respect
to a carrier or other reference frequency within the bandwidth of the
system

h(t) = P(t) cos [wet - CO]. (160)



2468 THE BELL SYSTEM TECHNICAL JOURNAL, SEPTEMBER 1963

Alternately, the response may be written in terms of in -phase and quad-
rature components at the carrier frequency

h(t) = R(t) cos w,t - Q(t) sin coct (161)

P(t) = 1/R2(t) Q2(t). (162)

As discussed by Sunde,1 the in -phase and quadrature components of
the impulse response may be related to the amplitude and phase charac-
teristics of the channel's frequency domain description by a simple
transformation of the defining Fourier integral. This transformation to
passband coordinates gives

R(t) = 1 f** a(co) cos [wt - co(w)] dw (163)
7

Q(t) = 1 sa(co) sin [cot - co(w)] dw. (164)

In this section we use C(w) and cp(co) for amplitude and phase instead
of A(w) and 13(co) since these functions are now defined with respect to
the carrier frequency, co, . That is

a(w) = A(cor + w) (165)

(PM = i3(coc (4). (166)

Now we will work under the hypothesis that a suitable criterion of
distortion for bandpass systems is

+0.

D= E P (nT ± to) = E' Pn 
-00 7L

nO
(167)

This criterion is similar to the low-pass criterion, except we now assume
that the receiver makes use of the envelope properties of the impulse
response.

In terms of samples of the quadrature components we have

D = E' VR,12 + Q.; (168)

Unfortunately this is a fairly hopelessly nonlinear criterion to work with,
so we shall make the judicious approximation shown in Fig. 13. Here we
take the distortion D as the length of the vector formed by summing all
vectors of the form

P Ztan-1 I
I

R! 
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Qn
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172-1
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Fig. 13 ----- The approximate distortion criterion for bandpass systems.

Thus we have

D 1/Dr'

Dr = E' R I

(169)

(170)

= I Q. I. (171)

Now, the component distortions Dr and D, are of the same form as the
low-pass distortion treated previously. We take D, as an example in
what follows

Q f (2_ = 1 f tt(w) (sin [w(tu itT) - co(w)]

± sin [w(to - nT) - 60(6))11 du)

c°

Qn = = f a(w) sin [cot, - cp(co)] cos nwT d6)(173)r

(172)

9

= a(o) cos [wto - co(w)] sin nualdw. (174)
7r -we

Using the approximation [coto - co)] small gives
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L. a(w)[coto - yo(o))] cos ncoT dco (175)

a(co)[coto - yo(co)] cos ncoT dcof_:c

(176)

. (177)

Notice that in (177) the quantity (Q - Q._.) need not be identically
zero as in the approximation (176), but should only be smaller in ab-
solute value than the quantity (Q (2_).

We find the time of the peak value of the impulse response, to , by
requiring R'(to) = 0. The quadrature component goes through zero at

= 0 and is small enough at to to be neglected

/e(to) = 0 =
- coa(w) sin [wto - co(w)] dw (178)

0)6

coa(co)v(w) dui
to

fco2a(co) do)

(179)

This is incidental to the development of the quantity I Q. I + I Q_.
because for symmetric shaping of a(w) the terms involving to in (177)
integrate to zero. This shows that the antisymmetric portion of the
delay co'(w) does not have a first -order influence on to . However, in
solving for I R + I R_ I the equations do involve to in first -order
terms.

To maintain notational continuity with low-pass results as much as
possible we designate

= - a(w)[wto - 40(03)] cos ncoT dco (180)

I Q. I + I Q_ I = I s, 1 . (181)
7r

For $2,(0.) symmetrical about zero (the carrier frequency) (180) be-
comes

Sq. = f co(w)a(w) cos ncoT dco. (182)

We integrate by parts and make the arbitrary assignment of zero phase
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shift at the reference frequency to obtain*
+02

peg

Son
= (Ow' (co) dco = (f,, co') (183)

-w/2

f"(W) = f a(x) cos nxT dx. (184)

A similar development holds for the terms I R. I + I, and the
resulting expressions are exactly the same as the low-pass equations
except they are translated to the reference and are defined for both
negative and positive deviations from this reference

IRI ± I R -n I = :I Sr. I (185)

(186)

wI2

fr(W) = f [anx - sin nxT]0,(x) dx (187)

+102

Srn = J-
f 11( CO) ( = frn )c0')

wI2

a
wI2

wa(w) sin nwT dw

1202

To briefly summarize, we have written the distortion in a bandpass
system as the length of a vector whose two quadrature components are
Dr and D

w/2

dco

(188)

D = A/A.2 + A22. (189)

Each of these components is the sum of the absolute values of a sequence
of linear functionals of delay

2Dr = ,

jrn 50') I

7 n=1

2 "3D, = - E I (h , I .
ir n=1

(190)

(191)

The functions fr. and f, are of course independent of delay and are ob-
tained from the amplitude characteristics by operations (187) and (184).

We are working with symmetric amplitude characteristics, and con-
sequently it may be seen that

* Another choice of reference phase may easily be made here.
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f,(w) = -f,(-0))
frn(co) = fr.(--(0)

(192)

(193)

The quadrature functions hn are odd functions of frequency and the
in -phase functions frn are even functions. The two parts into which the
distortion was divided therefore arise separately from the odd and even
portions of the delay. For example, if the delay is an even function,
D, = 0 and the only distortion is Dr . Since Dr is defined identically
except for a translation as the low-pass distortion D, we have the neces-
sary result that the system may be treated as low-pass with identical
results in the event of even delay. Obviously also

Urn fqm) = 0 all n and m. (194)

The delay function co'((.4) may be divided into its even and odd com-
ponents, v/( w) and io,i(w), and the analysis of the distortion properties
of each of these components proceeds exactly as in the low-pass analysis.
For the even component of delay, we use the functionals defined by the
sequence { ff} and for the odd components we use the sequence {An}.
The two distortions Dr and D, are then added root -sum -square.

5.2 The Raised Cosine System

5.2.1 The Functions fr(w) and f qn(w)

We now consider the use of an amplitude shaping of the raised cosine
form

a(w) = + cos w) -r (195)

By substitution into equations (188), (187) and (184) the following
results are obtained

fr (-0) =

1
= 2 -

-
2n(4n2 - 1)

3

[ os ± CO sin (.0 - 1+ 71-

62)]9 2

(196)

4(2n
1-

1)
cos (2n - 1) co +

4n
-7-- cos 2nw (197)

cos (2n + 1)w1)w
4(2n1- 1)
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f,(w) - 4(2n1-
1)

sin (2n - 1) co + sinco2n1

1

4 (2n ± 1 )
sin (2n ± 1)co.

The first few pairs of these functions are shown in Fig. 14.

5.2.2 Sample Distortion Calculations

Having assumed any particular shape of delay curve, one may easily
compute the resultant distortion to the desired accuracy by computing
a number of the linear functionals. Although the primary use of these
functionals is in understanding the effect of shape in delay on the dis-
tortion and in ascertaining bounds and other factors in this relationship,
it is quite necessary that when confronted with the reality of an actual
system the mathematics be able to predict specific results.

First, we consider a check on the mathematical methods and approxi-
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mations used. Consider the effect of linear delay on the raised cosine
response

so'(w) = kw. (199)

Since this delay function is odd, the products (f, , co') vanish and the
only distortion is D, . For adjacent symbol interference we have

P1 ± P-1 = -2 1 So I = I (.fo kw) I
(200)

-1-7

kw) = f kw/0(w) dC0 =
3

-1176 k (201)

P1 ± = 11k/18. (202)

For a specific example we take k = 2/r which gives

Pl + P-1 = 0.389 (predicted) (203)

while from Sunde2 the computed impulse response for this value of
slope is

P1 + = 0.387 (computed). (204)

The agreement here is probably better than should ordinarily be ex-
pected.

Now we turn to predicting the performance, measured by the eye
opening, of the four -phase data subset. As explained in the previous
chapter, this system is inherently nonlinear and using I = 1 -D as the
eye aperture for this system involves a certain approximation. In par-
ticular, we will examine the performance of this system for delay of the
form

co' (co) = a sin vw (205)

since there are published results for this choice of delay. Again we are
dealing for the moment with an odd delay function and need only evalu-
ate D. . As a function of the number of delay ripples in the band, v,
the various products (h , so') are easily visualized, since f, consists of
only three sine terms itself. The behavior of these products is very nearly
like the behavior of its cosine counterpart shown previously in Fig. 4
and will not be depicted here. In Fig. 15 the distortion for a = 0.5

calculated by summing these products is illustrated as a function of v

along with the corresponding curve from Rappeport.7 The latter curve
was obtained by use of a computer simulation of the system, and the
agreement between this simulation and actual results is claimed to be
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Fig. 15 - The performance of a four -phase system for sine and cosine delay.

excellent. Two other curves are also drawn in Fig. 15 representing the
system performance for cosine delay variation previously shown in Fig.
5. Notice that the slight difference in rate of deterioration of performance
at low frequency between sine and cosine delay is correctly predicted by
the mathematical model.

To test the mathematical model with delay which has both odd and
even components, we turn to published results concerning a different
data system. This system is an amplitude -modulated system investi-
gated by computer simulation by R. A. Gibby in Ref. 8. Again our cri-
terion is not expected to hold exactly, since Gibby's binary system is an
on -off system rather than bipolar. Gibby considers delay of the form

co' (w) = a cos (bw + 0) (206)

and plots loci of constant eye aperture (constant distortion) on a polar
diagram of delay amplitude a and phase 0 for a given value of delay
frequency b. The quadrature components of the distortion for the delay
(206) are

Dr = a cos 0 E I ( fr , cos IRO 1
n=i

(207)

2D, = -a sin 0 i
I

( f,  , sin bco) I. (208)r »=1

The integrations are performed and summed to give (for b = 1.5)

Dr = 0.508 a cos 0 (209)
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= 0.590 a sin 0 (210)

D2 = 0.258 [a cos 012 + 0.348 [a sin 012. (211)

Therefore, lines of constant distortion are ellipses on a polar chart of
a and 0. Fig. 16 shows two of these ellipses of constant distortion with
b = 1.5 along with the corresponding curves obtained by Gibby.8

Figs. 15 and 16 demonstrate that the mathematical model has pro-
vided a good description of the behavior of two diverse modulation
systems under the influence of delay distortion.

gs' (w) = ce cos g w
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5.2.3 Sensitivity and Bounds on Distortion

In the low-pass analysis we found the system sensitivity, which we
defined as the maximum achievable distortion for one rms unit of delay,
by summing the functions ±f(co) in such a fashion as to produce a
combination of greatest energy. Obviously, in the bandpass case we can
bound both distortion components in like fashion. The system will have
a certain sensitivity to even delay and a certain sensitivity to odd delay.
Any delay function can be divided into its odd and even components and
these components are orthogonal. The contribution to the distortion
from each is bounded by the system sensitivities to odd and even delay.
Now we ask for a given rms value of delay, how should the delay energy
be divided between odd and even components such that the distortion is
maximized? Naturally, all the delay energy should be put into the com-
ponent (odd or even) which has greatest sensitivity to delay distortion.
Therefore the over-all system sensitivity is the maximum of the pair of
odd and even delay sensitivities.

The sensitivity to even delay is the same as the sensitivity calculated
previously for low-pass systems:

even sensitivity = 1.15. (212)

For the sensitivity to odd
tion of the functions ±fq.(w).
functions f,(co), since all

f gmec(W) =

fqmec(W) =

delay, we find the maximum
This is found trivially

the terms add in phase
00

E f qn(CO)
n=1

1 sin nco sin co

energy combina-
as the sum of the

in this sum

(213)

(214)Z-d
n =1 n 4

- co - sin co) co > 0
f qmec(W) =

liOr
(215)

1( -I' -co - sin co) < 0.

This particular form of delay is the worst odd delay for a given rills value
and is shown in Fig. 17. The norm of this function is

tre 3r- =f =1 --6-- 40.835

and the sensitivity becomes

odd sensitivity =

(216)

ii
7 /*gm.. Ii = 1.337. (217)
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Fig. 17 - Bounds on distortion for bandpass, raised cosine systems.

77

Thus we see that the bandpass, raised cosine system is somewhat more
sensitive to odd delay than it is to even delay. The over-all system sen-
sitivity is therefore equal to the odd sensitivity and consequently we
have

D < 1.337 X (rms delay). (218)

Also, the delay curve hinee(co) in Fig. 17 becomes the worst shape a
delay can assume for a given rms value of delay.

For a peak -to -peak constraint on delay, the technique for bounding
the distortion is less obvious. Clearly we can find the combinations of
signs ern) and evil such that the resulting functions

fr(w) = E ernfrn(co) ern = ±1 (219)
n =1

h(W) = E eqnfqn(W) e, = ±1
n =1

(220)

have maximum absolute integrals and the distortion may be as large as
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TABLE II -AN APPROXIMATE SET OF ORTHONORMAL BASIS
FUNCTIONS FOR THE SPACE G OF DISTORTIONLESS

FUNCTIONS FOR BANDPASS, RAISED COSINE
SYSTEMS

(Vir gf. = al cos w + a2 cos 2w +  + all cos 11 w) *
(V; gqn = bi sin co + b2 sin 2w +  + NI sin 11 co)

5' g2 g3 54 52 56

bi 0.7205
b2 -0.6674 -0.2715
b3 - 0 . 1593 0.8145
b4 0.0947 -0.4841 -0.3294
bb 0.0288 -0.1473 0.8234
b 6 - 0 . 0151 0.0773 -0.4321 -0.3540
b2 -0.0051 0.0258 -0.1444 0.8260
b8 0.0025 -0.0128 0.0713 -0.4078 -0.3687
b9 0.0009 -0.0045 0.0252 -0.1443 0.8294
b,0 -0.0004 0.0021 -0.0116 0.0664 -0.3819 -0.4138

-0.0002 0.0009 -0.0053 0.0302 -0.1737 0.9104

* For values of an see Table I.

the greater of these absolute integrals. The question is, can we do better
than this by using a delay with both odd and even components?

If we were to use both odd and even components in the delay, the
only acceptable strategy for maximizing distortion would be to use odd
delay (,0/(co) = -w)) when I MO I > I MO I and even delay
(95/(co) = (p'( -w)) when I fr(co) I > I fq(w) I.* In addition we would
have to run through all possible sequences of the signs ern} and teq1.
This procedure was carried out to the extent of time limitations on the
IBM 7090 digital computer with the result that the best such delay has
distortion less than a delay using an all odd strategy.

The maximum absolute integral of fq(w) is obtained by using eq =
+1, i.e., by simply adding all the functions f,(w). We found this func-
tion previously as hinee(w)

11: E f,(w) dw (221)D = DQ -
2

so,
+ n=1

2 ,
+.

r - -D -r f 1( sin co)I dw (222)

D < - 2)- nmx
2 r (223)

* This is not exactly true, but an exact proof here does not seem to be worth the
considerable effort involved.
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D 0.467 X (peak -to -peak delay ). (224)

The worst peak -to -peak delay is simply positive when hmec(w) is positive
and negative when hme,(0)) is negative. This is a particularly simple
delay function which is -Fitim. for 0) > 0 and -co' ma. for w < 0. This
function is also shown in Fig. 17.

5.2.4 Zero -Distortion Delay Functions

A space G of distortion -free delay functions for raised cosine systems
may be obtained using techniques similar to the low-pass methods. After
orthonormalizing the sequences { frn} and {h} , we find the orthonormal
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Fig. 18 - Bandpass distortionless delays.
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functions which complete these sequences in their respective subspaces
of even and odd square -integrable functions. Thus we derive the se-
quences g,.1 and g,1 of even and odd functions which span the dis-
tortionless space G. Any delay co' in L2( -7, -Fir) can then be expanded
in terms of the functions fr , fqn , and g with the terms involving g
functions comprising the projection of p' upon G and yielding zero dis-
tortion and the terms involving f functions containing all the distortion
content of 'p'

co' = E fm E b,,, .r,
71=1

even odd (225)

+ E cm gm +
n=1

Eeqn fign
n=1
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Po((,)

7T

Crn = (go', grn) (grn , grm) = 0 n m (226)

c, = (co', gq) = 1 n = m.

A list of the functions gm and g, obtained for raised cosine shaping is
given in Table II, and the first few functions are illustrated in Fig. 18.
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Fig. 21 - Impulse response envelopes for the corrected and uncorrected delays.
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It is necessary here to reiterate the fact that functions g c G have zero
distortion only to the extent of the approximations employed in obtain-
ing the fundamental relationship for distortion in terms of the sequence
of linear functionals. As an example computation a delay co' = Ems w
sin 3w] is shown in Fig. 19. The odd and even components of this delay
and their respective projections on G are shown in Fig. 20. Combining
these projection components the total projection is shown in Fig. 19
back with the original delay function. The envelopes of the impulse
responses of the corrected and uncorrected delays are illustrated finally
in Fig. 21. As may be seen from this figure, the correction is near perfect.
The corrected envelope approaches zero at each sample point as close as
the numerical integration techniques employed permit.
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A Self -Reorganizing
Synchronization Network

By J. V. SCATTAGLIA

(Manuscript received July 5, 1963)

This paper describes a method of increasing the reliability of syn-
chronization in a network of remote clocks. A common synchronization
technique embodies the master -slave relation where one particular clock
is a reference for the others. The geometry of a typical network can be
likened to a "tree" structure. The master clock transmits its signal,
simultaneously, over several transmission links to synchronize slave os-
cillators at the ends. The slaves retransmit the reference signal to other
slaves one link away. This process is iterated as the system expands.
Each slave has only one input; hence, a network of this type can be dis-
abled, in varying degree, by the failure of any clock or transmission link.

The probability of failure can be reduced by creating redundant paths
between nodes in the network. These paths can consist of more than one
link and include the intervening clocks. This allows bypassing of a dis-
abled clock or reorganization of synchronization authority.

To implement such a system we need interrogation equipment at each
clock station to decide which incoming path has the highest priority for
a given situation. If the reorganization takes place automatically, we can
refer to it as a "self -reorganizing synchronization network." Application
of this scheme in a large "tree" network can become very complex.

A technique which provides orderly organization of complex networks
was patented by G. P. Darwin and R. C. Prim (Patent No. 2,986,723).
Their system, in its most general form, requires a three-part "signa-
ture" to be transmitted, along with the synchronizing signal, from each
local clock.

The technique proposed here simplifies the system controls by con-
straining network geometry to advantageous geometrical patterns. These
patterns are subject to predetermined reorganizational rules. The ad-
vantages offered are: (i) simpler interrogation equipment; (ii) adapta-
bility to multilevel systems, i.e., subgroup, supergroup, regional, local,
etc. ; (iii) more predictable reliability; (iv) large networks can be de-
signed in orderly blocks.
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The specific geometrical network to be described here will be referred
to as the "wheel."

Wheel Network. Fig. 1(a) illustrates a wheel configuration, e.g., a re-
gional network. Clock M, the primary master of the wheel, would be the
regional master. Peripheral units A to F are secondary or local clocks.
M is likely to have more stringent requirements than A to F; hence it
has only outgoing paths. A to F are identical clocks and neighbors are
connected by two-way paths.

M can be connected by two-way paths to adjacent regional masters
to become a peripheral clock in a larger wheel.

The set of numbers at each input to a clock denotes alternate priority
values of that path. The existing value is a reflection of the transmitting
clock's source of synchronization. A description indicating the input-
output relations for all conditions is too lengthy for this short paper.

Examples of path structures for several conditions are illustrated in
Figs. 1(b) to 1(e). The presiding master clocks and each path's priority
value are indicated. Clock A has first preference in becoming master of

(b) (c)
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CLOCK M
FAILS

(d)

CLOCKS
M AND A

FAIL

(b)
FOR DISABLED OR PATHS BY X 25

THRU (e)
_(

PRESIDINGCLOCKSMASTER IDENTIFIEDINDICATEDIN EACH EXAMPLE

MULTIPLE
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Fig. 1 - Self -reorganizing wheel network. In parts (b) through (e), the dis-
abled clocks or paths are indicated by x's; the presiding master is indicated in
each example.
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the peripheral clocks upon failure of the primary master. A discontinuity
in the priority ratings of signals "passing through" A prevents "closed
loop" conditions in the periphery that could otherwise occur on failure
of the primary master.

Interrogation Circuitry. This network is very simple to implement be-
cause there is a maximum of only two "modes" to be identified at any
input. The essentials for a typical station, clock "C" for example, are
shown in Fig. 2. The illustration assumes a de transmission path. The
presence of a signal on a path is indicated by a dc bias added to the
synchronization signal at the transmitter. At the receiver the dc op-
erates a particular relay. The two modes of a peripheral input are indi-
cated by a positive or negative bias. If the primary master input is ac-
tive, relay switch (RS) # 5 closes contact 5A. The master synchroniza-
tion signal is thus directed to the local clock's comparator. Contact 5A
simultaneously disconnects all other inputs from the comparator. The
remaining function of relay ;If 5 is to close contacts 5B and 5C which will
add the appropriate de bias to the outgoing signals. If now the master
input is absent, the priority chain looks for the next highest input
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present. The clockwise rule to cover the situation shown in Fig. 1(d) is
implemented by connecting the clockwise ac input to the unactivated
contact on 1A. If none of the inputs is present, the local clock free runs
but can still synchronize its clockwise neighbor.

Description of a dc system was for simplicity of illustration. Other
indications of priority could be employed: e.g., tone modulation with
tuned reed relays for ac analog systems and simple codes for digital
systems.

Point -Contact Wafer Diodes for Use in the
90- to 140-Kilomegacycle Frequency Range

By W. M. SHARPLESS

(Manuscript received July 11, 1963)

In millimeter wave systems, one of the most important components
is the first converter or mixer. This brief paper describes a recently de-
veloped point -contact diode of the wafer type which operates efficiently
as a first converter in the frequency range 90 to 140 kilomegacycles (F -
band).

Fig. 1 is a photograph of the wafer diode and its holder. The assembly
is quite similar in appearance to the diode -holder combination designed
for the 45- to 75-kmc range.' The tuning procedure is also the same. The
wafer is inserted in the holder and moved transversely to the waveguide,
thereby adjusting the location of the point -contact relative to the guide
to effect a resistive match. (The pin at the left of the wafer slides in a
chuck on the inner conductor of the coaxial low -frequency output cir-
cuit.) The wafer is then locked in position by means of the knurled
clamping knob, and the reactance of the diode is tuned out with the
waveguide piston at the rear of the holder.

The present design differs from the older one in the use of smaller
waveguide (RG 138/u instead of RG 98/u) and, most importantly, in
the addition of the milled slots on either side of the wafer which encom-
pass the rectangular window containing the point -contact diode. When
the wafer is inserted in the holder, these slots engage small guiding shoes
which automatically align the window of the wafer with the waveguide
sections in the holder to better than 0.0005 inch; this accuracy is essential
at the extremely high frequency of operation. The method of forming
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Fig. 1 - Millimeter -wave point -contact wafer diode and holder for use in the
90- to 140-kmc frequency band.

the rectifying junction is also different in the present design. The older
units used boron -doped silicon which required that the units be "tapped"
into adjustment. The present units use aluminum -doped silicon and do
not require tapping. For very high frequency operation, tapping should
be avoided if possible since it tends to increase the point -contact area.

The apparatus used to evaluate the diodes is shown in Fig. 2. It con-
stitutes a complete double -detection measuring system. Many of the
millimeter wave components shown had to be developed in order to
measure the conversion loss of the diodes.

The conversion losses of several types of diodes mounted in the new
wafer units are listed in Table I. The measurement consisted of deter-
mining the ratio of the millimeter -wave power input to the converter,
measured by a calorimeter,2 to the 60-mc output power measured by
comparison with a known signal level obtained from a calibrated signal
generator. The conversion loss quoted includes the heat losses of the
waveguide input circuits of the diode as well as the losses associated
with the output circuitry. The diodes were matched at 115 kmc, were
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Fig. 2 -A double -detection measuring system for the 90- to 140-kmc fre-
quency band.

optimumly biased, and were driven with 0.6 milliwatt of local oscillator
power.

If one assumes a 12-db diode with a noise output ratio, NE , of 2, which
is 30 per cent above the value measured at 55 kmc for similar units, it
may be calculated that a balanced converter followed by an IF amplifier
with a 4-db noise figure will yield an over-all receiver noise figure of 18
db at 115 kmc. Noise figures very near this value were obtained in prac-
tice.

The important contributions of Messrs. E. F. Elbert and S. E. Reed
are gratefully acknowledged.

TABLE I - CONVERSION LOSSES

Type of Diode 115-kmc Conversion
Loss in db

Average silicon diode (25 units) 12.4
Best silicon diode 11.1
Best gallium arsenide diode 9.9
Best germanium backward diode3 11.5
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present. The clockwise rule to cover the situation show i Fig. 1(d) is
implemented by connecting the clockwise ac input to the 'inactivated
contact on IA. If none of the inputs is present, the local clock free runs
but can still synchronize its clockwise neighbor.

Description of a de system was for simplicity of illustration. Other
indications of priority could be employed: e.g., tone modulation with
tuned reed relays for ac analg systems and simple codes for digital
systems.

Point -Contact Wafer Diodes for Use in the
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By W. M. SHARMA:SS

(Manuscript received July 11, KM)

In millimeter wave systems, one of the most important components
is the first converter or mixer. This brief paper describes a recently de-
veloped point -contact diode of the wafer type which operates efficiently
as a first converter in the frequency range 90 to 140 kilomegacycles (F -
band).

Fig. l is a photograph of the wafer diode and its holder. The assembly
is quite similar in appearance to the diode -holder combination designed
for the 45- to 75-kmc range.' The tuning procedure is also the same. The
wafer is inserted in the holder and moved transversely to the waveguide,
thereby adjusting the location of the point -contact relative to the guide
to effect a resistive match. (The pin at the left of the wafer slides in a
chuck on the inner conductor of the coaxial low -frequency output cir-
cuit.) The wafer is then locked in position by means of the knurled
clamping knob, and the reactance of the diode is tuned out with the
waveguide piston at the rear of the holder.

The present design differs from the older one in the use of smaller
waveguide (RG 138/u instead of RG 98,,u) and, most importantly, in
the addition of the milled slots on either side of the wafer which encom-
pass the rectangular window containing the point -contact diode. When
the wafer is inserted in the holder, these slots engage small guiding shoes
which automatically align the window of the wafer with the waveguide
sections in the holder to better than 0.0005 inch; this accuracy is essential
at the extremely high frequency of operation. The method of forming
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Fig. 1 - Millimeter -wavy point -contact wafer diode and holder (or use in the
90- to 140-kmc frequency band.

the rectifying junction is also different in the present design. The older
units used boron -doped silicon which required that the units be "tapped"
into adjustment. The present units use aluminum -doped silicon and do
not require tapping. For very high frequency operation, tapping should
Is' avoided if possible since it tends to increase the point -contact area.

The apparatus used to evaluate the diodes is shown in Fig. 2. It con-
stitutes a complete double -detection measuring system. Many of the
millimeter wave components shown had to be developed in order to
measure the conversion loss of the diodes.

The conversion losses of several types of diodes mounted in the new
wafer units are listed in Table I. The measurement consisted of deter-
mining the ratio of the millimeter -wave power input to the converter,
measured by a calorimeter,' to the 60 -me output. power measured by
comparison with a known signal level obtained from a calibrated signal
generator. The conversion loss quoted includes the heat losses of the
waveguide input circuits of the diode as well as the losses associated
with the output circuitry. The diodes were matched at 115 kme, were
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quency band.

optimumly biased, and were driven with 0.6 milliwatt of local oscillator
power.

If one assumes a 12-db diode with a noise output ratio, NR , of 2, which
is 30 per cent above the value measured at 55 kmc for similar units, it
may be calculated that a balanced converter followed by an IF amplifier
with a 4-db noise figure will yield an over-all receiver noise figure of 18
db at 115 kmc. Noise figures very near this value were obtained in prac-
tice.

The important contributions of Messrs. E. F. Elbert and S. E. Reed
are gratefully acknowledged.

TABLE 1 - CONVERSION LOSSES

Type of Diode 115-kmc Conversion
Loss in db

Averse silicon diode (25 units) 12.4
Best silicon diode 11.1
Best gallium arsenide diode 9.9
Best germanium backward diode' 11.5
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